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1. Introduction
Nanoparticles (NPs) are commonly referred to as “artificial

atoms”,1 as they can exhibit atomic-like behaviors. The
analogy is highlighted by a result that, just like atoms,
electronic energy levels of NPs can be quantized due to
fundamental properties of electrons, namely, the discrete
nature of electron charge, the wave-like nature of electron
propagation, and the quantum mechanical nature of spin. As
the size of an NP is reduced, its intrinsic capacitance
decreases, and the energy required to charge the particle by
an electron increases correspondingly. For example, for an
isolated spherical NP of radius R, the single-electron charging
energy, EC, is given by EC ≈ e2/2C ≈ e2/8πε0εrR, where C
is the NP capacitance, ε0 is the permittivity of vacuum, and
εr is the dielectric constant of the NP surroundings. Taking
R ≈ 10 nm, EC is ∼72 meV, higher than the energy provided
by thermal fluctuations at room temperature (kBT ≈ 25 meV,
where kB is Boltzmann’s constant and T is temperature). As
a result, the spectrum of NP charging energies can appear
discrete as the NP is charged one electron at a time.

Since sizes of NPs are comparable with characteristic
wavelengths of electrons, electrons can also exhibit a discrete,
atomic-likespectrumofenergiesduetoquantumconfinement.2,3

Energy level spacing, δ, in a metallic NP is given by 4EF/
3N, where EF is the Fermi energy of the bulk material
(assumed to be the same for the NP) and N is the number of* Corresponding author e-mail: adhirani@chem.utoronto.ca.
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atoms in the NP. Therefore, δ depends on the NP volume
and increases as the NP size is reduced: δ ≈ R-3.2 For
semiconducting NPssalso known as “quantum dots”
(QDs)sthe energy gap between valence and conduction
bands depends strongly on the size as well as the shape of
NPs.4 Considering a simple electron-in-a-box model, the
band gap of quantum dots scales approximately as R-2.5

The analogy between NPs and natural atoms is extended
by the fact that both can serve as building blocks for

hierarchical assembly of macroscopic structures. That is, just
as atoms can be assembled to form various traditional
materials, NPs can be assembled to form so-called “artificial
materials”. Properties of materials are determined by nature,
coupling, and arrangements of their individual building
blocks (“atoms”). Properties of individual NPs depend on
the size, shape, and composition of NPs and, therefore, are
tunable using recent advances in chemical synthetic methods.
NP couplings can be varied through inter-NP spacing or
through the use of molecules to cap or cross-link NPs.
Arrangement of NPs is controllable through the assembly
process and can exhibit various degrees of order/disorder.
A key flexibility of artificial materials is that synthesis of
the building blocks is separated from the assembly process:
NPs with desired properties can be synthesized by wet
chemical methods and subsequently organized into as-
semblies. Control over properties afforded by NP assemblies
is illustrated particularly well by charge transport phenomena.
In any mechanism for charge transport in materials in which
matter is located at certain sites, key model parameters are
site energy levels, intersite couplings, and site spatial
distribution (including effects of disorder), all of which can
be controlled by the above-mentioned physical parameters.
Site energies are determined by NP energy levels, which are
controllable through NP size and chemical nature. Intersite
coupling and site spatial distribution can be controlled by
the assembly procedure. Site spatial disorder can be control-
lably introduced in otherwise ordered systems by varying
NP size distribution. By varying these parameters, assemblies
can exhibit a broad range of charge transport behaviors from
Arrhenius to hopping to metallic behavior.6 It is likely that
assemblies can exhibit superconductivity as well, since
individual NPs can be superconducting provided energy level
spacings are not too large. Superconductivity has been
observed in 9 nm Al NPs,7,8 6 nm NbC NPs,9 8 nm Nb
NPs,10 and 20 nm Pb NPs.11 This control and inherent
flexibility in composition and structure afforded by these
materials has led to important advances in our understanding
of fundamental charge transport phenomena, such as
metal-insulator transitions and variable-range hopping (sec-
tions 4.4 and 4.5, respectively). In addition, optimizing their
properties has led to applications in a number of fields. These
range from exotic applications such as conductance switching
(transistors)12 and information-storage13 to proof-of-principle
demonstration of chemical/biological sensing,14-21 surface-
enhanced Raman scattering,22 conductive coatings,23 and
catalysis.5,24

Understanding properties of these materialssand particu-
larly their relationship to structure and compositionsis
critical if we are to manipulate and optimize their function.
In recent decades, there has been a rapidly growing body of
literature exploring properties of NP assemblies, improving
our understanding of the basic science governing the proper-
ties of these materials and providing hope for their applica-
tions. Many of these studies have been discussed in articles
reviewing synthesis and characterization,25-33 as well as
photophysical34-42 and thermodynamical43 properties of both
NPs5,44 and their assemblies.45-56 In the present article, we
provide a complementary review of studies focusing on
charge transport through NP assemblies. One of the chal-
lenges associated with studies in this area of research is that
it involves concepts from several disciplines, including
chemistry, materials science, engineering (particularly elec-
tronics), and physics and/or physical chemistry.57 To address
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this issue and to make this review more accessible, we also
provide a detailed background of physical concepts and
experimental methods underpinning these studies.

2. Preparation of Nanoparticle Assemblies

2.1. Assembly Components
2.1.1. Nanoparticles (NPs)

Techniques for preparing NPs have advanced rapidly over
recent decades. Synthesis of metal or semiconducting NPs
has been the subject of several reviews.5,25-33,44 NPs are
now readily synthesized in chemical laboratories, and many
types are commercially available. NPs can be produced with
tunable sizes and shapes by methods that are physical (e.g.,
vapor deposition, laser ablation) or chemical (e.g., metal salt
reduction, sol-gel process, micelles, pyrolysis) in nature.5,33

This review mainly focuses on studies involving chemically
synthesized NPs, typically in a size range of ∼1-25 nm.
We use the term nanoparticles to refer to such particles.

The most common method for synthesizing metal NPs
involves reduction of metal salts (notably HAuCl4, AgNO3,
AgClO4, Ag(CH3COO), PtCl4, PdCl4, Cu(CH3COO)2, CoCl2,
Co(CH3COO)2, Ni(CH3COO)2, and Ni(acetylacetone)2)33 in
one-phase or two-phase solutions in the presence of a
stabilizer. An example of one-phase NP synthesis involves
the reduction of aqueous HAuCl4 by citrate.58,59 This
approach yields NPs that are ∼5 nm or greater in diameter
and are electrostatically stabilized in solution by surface
charges. In a two-phase method, described by Brust et al.,60

aqueous metal salts are transferred to a toluene solution
containing long-chain alkylammonium bromide surfactants.
After isolation of the organic phase, capping molecules
(typically alkanethiols) are added to the solution, and
subsequently, an aqueous solution of reducing agents is added
to nucleate NPs. Resulting NPs have a size range of ∼1-3
nm, are stabilized by a shell of alkanethiolate capping
ligands, and can be isolated as a powder. In the absence of
thiolate capping groups, the two-phase method yields larger
NPs (∼5-8 nm) stabilized with the alkylammonium bromide
surfactants. These NPs are only stable in solution and cannot
be isolated or redispersed.61

Many variations of the metal salt reduction method have
been developed for synthesizing NPs of Au, Ag, Pd, Pt, Cu,
Co, and Ni.33 By varying reaction parameters, e.g., concen-
tration and/or structure of capping molecules or reducing
agent, the size, shape, and polydispersity of NPs can be
controlled. Capping molecules are discussed in the next
section. Examples of reducing agents include NaBH4, hy-
drazine, sodium citrate, potassium bitartarate, dimethyl
formamide, ascorbic acid, superhydrides, amines, alcohols,
and polyalcohols.33 Weak reducing agents, such as citrate,
tend to yield small NPs, whereas strong reducing agents, such
as formamide, tend to yield large NPs.33 Other methods of
synthesizing NPs include sequestering and subsequently
reducing metal ions (such as Cu2+, Pd2+, Pt2+, Ni2+, Fe3+,
Mn2+, Au3+, and Ru3+) in dendrimers,31 reducing metal ions
inreversemicelles,5,52andthermallydecomposingmetal-carbonyl
compounds (e.g., Co2(CO)8 and Fe(CO)5) in the presence of
surfactants (e.g., tributylphosphine).62

An established procedure for synthesizing semiconductor
NPs is based on the pyrolysis of organometallic precursors
in a hot coordinating solvent (usually a mixture of long-
chain alkylphosphines, alkylphosphine oxides, alkylamines,

etc.) as described by Bawendi and co-workers.63 For
example, CdSe NPs can be synthesized by quickly injecting
a mixture of selenium and dimethylcadmium dissolved in
trioctylphosphine (TOP) into hot (∼300 °C) trioctylphos-
phine oxide (TOPO) and subsequently allowing the NPs to
grow at a reduced temperature (∼250 °C). This procedure
has been used to synthesize a variety of binary semiconduct-
ing NPs (ME where M ) Zn, Cd, Hg and E ) S, Se, Te or
M ) In, Ga and E ) As, P).28

It is often desirable to reduce the NP size distribution
because polydispersity can increase disoerder of assemblies
and broaden ensemble behavior. In size-selective precipita-
tion, a postsynthetic method commonly used to narrow NP
size distributions,28,63,64 a nonsolvent (miscible with the
original dispersing solvent) is gradually added to an NP
solution. At certain average solvent polarities, larger NPs
are no longer soluble in the solvent mixture and precipitate,
narrowing the size distributions of both precipitate and
supernatant. “Monodisperse” NPs with a size distribution of
e5%, that is, (1 lattice constant for a 5 nm NP,28 can be
obtained by redissolving the precipitate and repeatedly using
the size-selective precipitation/redissolution steps. The size
distribution of NPs during size-selective precipitation has
been investigated by optical absorption63 and mass spec-
troscopy.64 Other techniques for narrowing the dispersity of
NP size include heating,65-67 etching,68,69 annealing,70 and
chromatography.71-76

NP surface functionalization can be modified by a ligand-
substitution reaction.28,77 This reaction involves exposing
capped-NPs to a stirred solution of alternate capping ligands
for a period of time and then precitiating the NPs. Hostetler
et al.78 have performed NMR and IR studies of the dynamics
and mechanism of ligand-substitution reaction using Au NPs
and various alkanethiols. They have observed that the rate
of ligand substitution depends on concentrations of both
incoming (R′-SH) and outgoing (R-SH) ligands, and that
the rate is higher when outgoing capping ligands have shorter
alkanes. On the basis of these observations, they have
proposed an associative mechanism in which the incoming
ligand penetrates the capping shell in order to participate in
the substitution reaction

x(R′SH)+ (RS)mNPf x(RSH)+ (RS)m-x(R′S)xNP
(1)

where x and m are the numbers of incoming and outgoing
ligands, respectively. Ligand substitution has been used
extensively to generate both metallic and semiconducting
NPs with a wide range of chemical functionalities (see
below).41,79-82

2.1.2. Molecules

Moleculesseither as capping ligands or cross-linkerssplay
an important role in NP assemblies. During the synthesis of
NPs, capping ligands can control NP size and can stabilize
NPs against aggregation. For example, molecules that bind
strongly to the NP cores or that provide great steric hindrance
bulk can slow down the rate of NP growth resulting in small
NPs. The molecules can influence physical and chemical
properties of individual NPs, including solubility, reactivity,
stability, and optoelectronic structure.5 They can also play a
key role in NP assemblies by serving as cross-linkers or
spacers, thereby controlling interaction between NPs. By
using molecules with functionalities (e.g., redox-activity or
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biorecognition), the corresponding functionality can be
incorporated into an assembly. The important role of
molecules in influencing charge transport through NP as-
semblies is discussed in detail in sections 4-6.

Essentially any mono- or bifunctional molecule that has a
tendency to bind with NP core material can be used as a
capping ligand or cross-linker, respectively. The most
common binding group is thiol used with Au or Ag NPs.83

Examples of other NP-binding group combinations are as
follows: for Au and Ag, amines, phosphanes, phosphines,
carboxylates, dithiocarbamates, and xanthates;44 for Pt and
Pd, amines and isocyanides;33 for Co and Ni, amines,
phosphines, phosphine oxides, and carboxylic acids;62 and
for semiconductor NPs, phosphines, phosphine oxides,
phosphites, phosphates, amines, and pyridines.28 The mol-
ecules can have a variety of structural motifs and may include
saturated or conjugated hydrocarbons,81,82 polymers or
oligomers,84-86 oligonucleotides (e.g., DNA87-89), polyelectro-
lytes,90-94electrochemical-activederivatives(e.g.,viologen91,95-98

and ferrocene99-107), dendrimers,31,108-111 and supramol-
ecules (e.g., bipyridinium cyclophanes112-115).

2.2. Assembly Methods
NP films have been prepared and studied in 1D, 2D, or

3D structures. Assemblies are generally prepared from the
“bottom-up”, where the film structure is controlled via
assembly components and assembly method.28,45-53,56 The
latter is as influential as the former in determining material
properties. For example, depending on assembly method
employed, NP asemblies can exhibit a high degree of order
(superlattices), short-range order, or a high degree of disorder,
with each type of assembly exhibiting properties that are
correspondingly different. Here, we review a number of
methods that have been commonly employed in studies
involving charge transport through NP assemblies.

2.2.1. Drop-Casting

When a solution of NPs is spread on a solid substrate by
drop-casting (or spin-coating), upon evaporation of the
solvent, long-range dispersion forces between the NPs or
between the NPs and the substrate cause the NPs to self-
organize into mono- or multilayer structures.116 The substrate
can be chosen to suit the measurements envisioned. For
example, graphite, silicon-nitride substrates, or carbon-
coated grids are commonly used for scanning tunneling
microscopy (STM) and transmission electron microscopy
(TEM). Glass or silicon/silicon-oxide substrates with pre-
patterned electrodes can be used for optical or conductivity
measurements, where transparent or insulating substrates are
required, respectively.

TEM images of drop-cast films of NPs on silicon-nitride
substrates typically exhibit well-packed NPs with domain
sizes ranging from a few hundred nanometers to several
microns. Domain sizes have been shown to depend on NP
size distribution, NP concentration, and solvent dewetting
or volatility. Korgel et al.,117,118 using small-angle X-ray
scattering (SAXS) and TEM, have observed that size-
polydisperse dodecanethiolate-capped Ag NPs with an aver-
age diameter of ∼4-8 nm and a size dispersion of >10%
did not form ordered superlattices upon solvent evaporation.
Monodisperse NPs obtained by size-selective precipitation,
on the other hand, condensed into ordered assemblies. Lin
et al.119 have studied the influence of NP concentration and

solvent dewetting on superlattice formation. When solutions
of dodecanethiolate-capped 5.5 nm Au NPs with narrow size
distribution ((5%) were drop-cast on silicon-nitride sub-
strates, the sizes of NP domains depended strongly on the
NP concentration (Figure 1). At a low NP concentration of
1.0 × 1012 mL-1, NPs formed isolated domains (Figure 1a).
The domains grew with increasing concentration (Figure 1b)
and formed compact structures at a concentration of 1.2 ×
1013 mL-1 (Figure 1c). At higher concentrations, films
formed multilayer regions rather than a monolayer with long-
range order. In the presence of excess dodecanethiol, NPs
did form superlattices with long-range order extending over
several microns (Figure 1d). The authors proposed that the
excess thiol reduced the evaporation rate of the solvent120,121

and prevented the solvent from dewetting the surface. The
evaporation rate of the solvent can also be modified by
adding a second solvent with a lower vapor pressure.
Bawendi and co-workers28 have reported that structures of
NP films prepared by drop-casting solutions of 8 nm CdSe
NPs capped with TOP/TOPO in mixed hexane/octane
solvents depended strongly on the solvent composition. A
more volatile solvent mixture (95% hexane/5% octane)
produced glassy (disordered) NP arrays, while a less volatile
solvent mixture (95% octane/5% hexane) resulted in ordered
NP superlattices.

Drop-casting permits control over inter-NP surface-to-
surface separation via choices of capping ligands. For
example, Murray and co-workers122,123 have studied drop-
cast films of 2.2 nm Au NPs, encapsulated with a series of
alkanethiolates with n ) 4-8, 10, 12, 16, where n is the
number of carbon atoms. Densities of these films decreased
with increasing n in correspondence with increasing inter-
NP separation. The authors observed a ratio of ∼1.2 between
inter-NP separations and lengths of single alkanethiolate
chains. That is, values of inter-NP separation were consider-
ably smaller than twice the lengths of the alkanethiolate
chains, suggesting intercalation of NP ligands. It is also
possible to change the inter-NP separation after film forma-
tion by ligand substitution. Andres et al.116 have shown that
when films of dodecanethiolate-capped 3.7 nm Au NPs
(prepared by spin-coating) were immersed in an acetonitrile
solution of 2.0-nm-long aryl dithiol [1,4-di(4-thiophenyl-
ethynyl)-2-ethylbenzene], the aryl dithiols displaced the
dodecanethiolate capping groups and gave rise to monolayers
of covalently linked NPs. The average inter-NP separation
increased from 1.3 to 1.7 nm because of the ligand substitu-
tion. Similar treatment with 2.2-nm-long aryl diisonitrile [1,4-
di(4-isocyanophenylethynyl)-2-ethylbenzene] caused an in-
crease in inter-NP separation from 1.3 to 1.9 nm.

Inter-NP separation can also be modified by annealing NP
solids at temperatures well-below the melting temperature
of the NP cores, as shown, for example, by Redmond and
co-workers.124-127 They used drop-cast films of 3.8 nm
CoPt3 NPs stabilized by 1-adamantanecarboxylic acid and
hexadecylamine ligands. TEM images of the as-prepared
films exhibited an average inter-NP separation of ∼2.3-2.5
nm. As films were annealed under reducing conditions (5%
H2, 95% N2, for 1 h at 80-150 °C), film conductivity
increased and transitioned from insulating to metallic (i.e.,
conductivity remained finite upon decreasing temperature to
3 K) (see section 4.4). The authors proposed that these
changes in electronic properties of the films were due to a
reduction in the inter-NP separation upon thermal annealing.
Thermogravimetric, X-ray diffraction (XRD), TEM, and
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solubility studies of the annealed films showed that the CoPt3

NPs did not exhibit significant oxidation, ligand desorption,
or sintering at temperatures below ∼200 °C.125,128 Similar
thermal annealing methods have been also employed to
reduce inter-NP separation in films of Co,129 CdSe,130,131

and PbSe NPs.132,133

2.2.2. Langmuir Methods

Langmuir methods can be used to prepare a monolayer
of ordered NPs over macroscopic dimensions at an air-water
interface. Typically, a solution of NPs with hydrophobic
capping groups is first deposited on water in a Teflon
(polytetrafluoroethylene, PTFE) trough. Because of their
hydrophobic capping, the NPs form a submonolayer film on
the surface. Then, the NPs are slowly compressed using a
moveable barrier while surface pressure is measured. Heath
et al.134 have employed Langmuir methods to study mono-
layers of alkanethiolate-capped Au and Ag NPs. They have
investigated the effects of NP size, size distribution, and
capping ligand length on phase behavior of the monolayers
and have found that NPs with sizes of ∼2-4 nm capped by
ligands with n e 12 (where n is the number of methylene
groups in the alkane chain) can be compressed into 2D close-
packed phases (Figure 2). The long-range order of these
phases depends on the NP size distribution and the nature
of the solvent: narrower distributions and less volatile
solvents (e.g., heptane vs hexane) usually lead to increased
order. A benefit of the Langmuir approach is that it offers
precise control over inter-NP separation. For example,
Chen135 has shown that inter-NP separations of Langmuir
monolayers of butanethiolate- or pentanethiolate-capped Au
NPs were tunable from >1.0 nm to ∼0.8 or 0.9 nm, at which
point monolayers began to collapse.

Monolayers from the Langmuir trough can be transferred
onto solid substrates for further characterizations. A
Langmuir-Blodgett film is prepared by vertically dipping
and withdrawing a substrate in the monolayer at a given
surface pressure.136 A Langmuir-Schaefer film is prepared
by bringing a substrate close to the Langmuir monolayer

Figure 1. NP patterns formed by depositing 10 µL toluene solutions of dodecanethiolate-capped, 5.5 nm Au NPs on 3 mm × 4 mm silicon
nitride substrates. NP concentrations were as follows: (a) 1.0 × 1012, (b) 4.8 × 1012, and (c) 1.2 × 1013 mL-1. (d) An NP monolayer
exhibiting long-range order formed by depositing 10 µL of 1.2 × 1013 mL-1 Au NPs in toluene/dodecanethiol mixture with a thiol volume
fraction of 6.3 × 10-3. An upper right inset shows a magnified view (scale bar ) 50 nm). A left inset shows a diffraction pattern obtained
by Fourier transforming a portion of the TEM image. Reprinted with permission from ref 119 (Jaeger’s group). Copyright 2001 American
Chemical Society (http://dx.doi.org/10.1021/jp0102062).

Figure 2. Portion of a TEM micrograph of a film of 2.8 nm
dodecanethiolate-capped Ag NPs extracted from a Langmuir trough
at a pressure just below that required to collapse the 2D film into
a 3D film. Reprinted with permission from ref 134 (Heath’s group).
Copyright 1997 American Chemical Society (http://dx.doi.org/
10.1021/jp9611582).
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parallel to the surface of the trough. When the substrate is
briefly contacted with the surface, the monolayer is trans-
ferred from the surface to the substrate.137-142 A number of
groups have reported use of microcontact printing143,144 to
transfer monolayers of Au,145-147 Fe2O3,148 or Co149 NPs
from water surfaces onto various solid substrates. In this
approach, a uniform monolayer of close-packed NPs is first
drop-cast on a water surface and is then transferred intact to
a patterened polydimethylsiloxane (PDMS) stamp by the
Langmuir-Schaefer method. NP monolayers can then be
printed on (both hydrophobic and hydrophilic) substrates by
bringing the PDMS stamp in conformal contact with the
substrate. This method can be used to produce patterned
mono- or multilayered arrays of close-packed NPs.

2.2.3. Cross-Linking Precipitation

Brust et al.61 have shown using two approaches that 3D
assemblies of covalently linked NPs can be produced by
directly mixing solutions of NPs and linker molecules. In a
first approach, they synthesized ∼2.2 nm diameter Au NPs
in the presence of alkanedithiols, instead of alkanethiols,
producing precipitates of alkanedithiol-linked NPs. In the
second approach, they synthesized Au NPs in the absence
of any thiols and obtained larger NPs ∼8 nm in diameter.
These “thiol-free” NPs were stable in solution but could not
be isolated and redispersed. Upon addition of alkanedithiols,
the NPs precipitated as cross-linked networks that could be
isolated from the solution and dried as powders. They pressed
the dry precipitates into small pellets, whose thicknesses were
controllable by adjusting the initial concentration of NPs in
the solution. Müller et al.150,151 prepared films of cross-linked
NPs by vacuum-filtering solutions of NP aggregates through
nanoporous filter membranes. The NP films could be
handled, flexed, or cut into strips.

Leibowitz et al.152 demonstrated that ligand exchange can
also be used to prepare cross-linked NP assemblies. They
mixed solutions of alkanethiolate-capped NPs (e.g., de-
canethiolate-capped Au NP) and excess dithiol cross-linkers
(e.g., 1,9-nonanedithiols) and immersed a solid substrate into
the mixture. Exchange between the ligand shell of NPs and
free dithiol linkers eventually led to precipitation of cross-
linked NPs on the surface. Film thickness could be controlled
via immersion time. Infrared reflectance spectroscopy of
films of cross-linked NPs showed a reduction or an absence
of methyl stretching bands, confirming replacement of
monothiolate ligands by dithiol linkers. TEM images of the
films prepared on carbon-coated copper grids revealed
disordered and porous structures.

2.2.4. Stepwise Self-Assembly

In this method, 3D assemblies of linked-NPs are con-
structed by stepwise immersion of substrates in various
solutions. The versatility of this method allows assembly of
materials on various substrates, exploiting a variety of
interactions such as electrostatic, covalent bonding, hydrogen
bonding, or coordinate bonding.46,153,154 Brust et al.155,156

were among the first to prepare covalently cross-linked NP-
molecule assemblies. They first functionalized the surface
of a glass substrate using a monolayer of 3-(mercaptopro-
pyl)trimethoxysilane (MPTMS) and thereby generated a
“sticky” surface for the subsequent deposition of Au NPs.
Next, they immersed the functionalized substrate into a
solution of thiol-free 6 nm Au NPs for ∼12 h to obtain a

self-assembled layer of immobilized NPs. They immersed
the substrate, after rinsing it with solvents, into a solution
of R,ω-alkanedithiols (HS(CH2)nSH, with n ) 6, 9, 12) that
acted as linkers enabling further deposition of NPs. By
repeating immersions into NP and dithiol solutions and
rinsing between immersions, they were able to increase the
amount of deposited material. A variety of linker molecules
with different lengths, structures, and end-groups, including
amine, alcohol, isocyanide, and dithiocarbamate, have been
used.12,13,157-167 Exposure times to linker molecule and NP
solutions reported in these studies are usually in the ranges
of ∼10-15 and ∼30-120 min, respectively.

Growth of NP films can be monitored using UV/vis
spectroscopy, scanning electron microscopy (SEM), atomic
force microscopy (AFM), or conductance spectroscopy. Brust
et al.,156 for example, have studied UV/vis spectra of the
1,9-nonanedithiol-linked ∼6 nm Au NP films (Figure 3a).
They observed that the maximum absorbance of the films
(between wavelengths of 550 and 600 nm) increased almost
linearly with the number of deposition cycles (Figure 3b),
indicating that an approximately constant amount of NPs was
added per cycle.

Musick et al.158 have studied the structure of films of Au
and Ag NPs linked with 2-mercaptoethanol (HSCH2CH2OH)
and 2-mercaptoethylamine (HSCH2CH2NH2) using SEM and
AFM. SEM and AFM images of the films revealed porous
and disordered film structures (Figure 4). AFM imaging after
the first deposition cycle showed that initially isolated NPs
were dispersed over the substrate (Figure 4a). With increasing
number of cycles, imaging showed that newly deposited NPs
were attached either to previously deposited NPs, forming

Figure 3. (a) UV/vis spectra of the first eight layers of ∼6 nm Au
NPs linked with 1,9-nonanedithiol deposited on glass. (b) Maximum
absorbance value (between 550 and 600 nm) of the UV/vis spectra
vs the number of deposition cycles. Reprinted with permission from
ref 156 (Brust’s group). Copyright 1998 American Chemical Society
(http://dx.doi.org/10.1021/la980557g).
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clusters of linked NPs, or to uncovered regions of the
substrate, seeding new clusters (Figure 4 parts b-e). At the
so-called percolation threshold, the clusters of linked NPs
have grown sufficiently large that they span the film. Well
above the percolation threshold, the film exhibits character-
istics of bulk cross-linked NP materials (see section 4.4.2).

Snow et al.160 have studied the roles of linker molecules
and immersion time in stepwise self-assembly. They used
solutions of hexanethiolate-capped 1.8 nm Au NPs, R,ω-
alkanedithiols (HS(CH2)nSH, n ) 6, 8, 9, 12) in chloroform,
and SiO2 substrates prepatterned with interdigitated array
(IDA) of Au electrodes (see section 3.1.1). Film growth was
monitored via changes in current passing between the Au
electrodes. Figure 5a shows results for 1,8-octanedithiol-
linked NP films. Current generally increased after the NP
immersion step but partially dropped after the dithiol
immersion step, possibly due to transfer of some NPs from
the film to the solution. This in turn suggests that there is an
optimum time for immersion in linker solution. The immer-
sion time should be long enough to allow linkers to replace
capping groups but not too long to remove the NPs from
the film. They found that 2 min dithiol immersion time was
a good compromise under their experimental conditions.
Figure 5b shows current as a function of time during alternate
immersions into NP and dithiol and finally into thiol
solutions. During exposures to the NP solution, the current

increased during the first 2 min to a value that remained
relatively constant afterward, indicating that 2 min was
sufficient for NP self-assembly. Finally, upon immersing the
film into a solution of hexanethiol, the current rapidly
dropped to a value approaching zero, suggesting that the NPs
detached from the film.

Murray and co-workers168-173 have demonstrated a method
of stepwise self-assembly based on ligand/ion/ligand linkage.
They prepared Au NPs capped with a mixture of alkanethi-
olates and ω-mercapto-carboxylic acids via ligand-substitu-
tion reactions.170 They showed that these NPs can be cross-
linked via Cu2+- or Zn2+-carboxylate coordination. Figure
6 shows a schematic of an NP multilayer film. A gold
substrate was first functionalized with a monolayer of
mercaptoundecanoic acid (MUA). Then the substrate was
alternately immersed in an ethanolic solution of Cu(ClO4)2

Figure 4. AFM images of HSCH2CH2OH-linked ∼12 nm Au NP
films: (a) 1, (b) 3, (c) 5, (d) 7, and (e) 11 deposition cycle(s).
Reprinted with permission from ref 158 (Natan’s group). Copyright
2000 American Chemical Society (http://dx.doi.org/10.1021/
cm990714c).

Figure 5. (a) Changes in current after each alternating deposition
of hexanethiolate-capped Au NPs and 1,8-octanedithiol linkers onto
IDA electrodes. (b) Current vs time as a sample was alternately
immersed in solutions of 1,8-octanedithiol and hexanethiolate-
capped Au NPs (b) and finally in a solution of hexanethiol (O).
Reprinted with permission from ref 160 (Snow’s group). Copyright
2002 the Royal Society of Chemistry (http://dx.doi.org/10.1039/
b108859a).

Figure 6. Schematic of an NP multilayer film formed via
carboxylate-Cu2+-carboxylate linkage. Reprinted with permission
from ref 169 (Murray’s group). Copyright 2000 American Chemical
Society (http://dx.doi.org/10.1021/la000287d).

4078 Chemical Reviews, 2008, Vol. 108, No. 10 Zabet-Khosousi and Dhirani



and a basic methanolic solution of tiopronin (HSCH2-
CONHCH2COOH)-capped NPs. Substrates were immersed
for 5 min and were rinsed with solvents between immersions.
Infrared external reflectance spectroscopy169 and UV/vis
spectroscopy confirmed growth of the film.171

Electrostatic attraction between positively and negatively
charged assembly components can also be used to self-
assemble NP films in a stepwise fashion.153 For example,
Liu et al.90 have prepared NP films on a gold-coated glass
substrate by alternatingly immersing the substrate into
aqueous solutions of (i) 4.8 nm Au NPs capped with cationic
polymers (poly(diallyldimethylammonium chloride)) and (ii)
anionic polymers (Poly S-119). They monitored the growth
of the NP films by ellipsometry and observed a linear
increase of the film thickness with the number of immersion
cycles. A feature afforded by this method is that the time-
scale to self-assemble a film is on the order of several
minutes, much shorter than the ∼24 h required to self-
assemble a film using covalent interactions.

2.2.5. Comparison of Assembly Methods

Cross-linking precipitation and stepwise self-assembly
methods generally produce films that are more stable than
those produced using drop-casting and Langmuir methods.
In the former, the NPs are held together by strong covalent,
coordinative, or ionic bonds, whereas in the latter, NPs
interact via relatively weak van der Waals and dispersion
forces.46 Methods based on NP cross-linking are very
versatile, enabling assemblies of NPs linked with a variety
of molecules or supramolecules such as polymers or
oligomers,84-86DNA,87-89polyelectrolyes,90-94viologen,95-98

ferrocene, 100-103 dendrimers,108-111 and cyclophanes.112-115

On the other hand, long-range order is typically not achiev-
able by these methods. Methods using nonlinked NPs (i.e.,
drop-casting or Langmuir) permit a more ordered film
structure.47 A combination of these methods can be used to
produce ordered assemblies of cross-linked NPs. For ex-
ample, Andres et al.116 have prepared close-packed arrays
of cross-linked Au NPs using a two-step process. They first
spin-coated a solution of dodecanethiolate-capped Au NPs
onto a substrate and then immersed the substrate in a solution
of aryl dithiols to displace dodecanethiolate capping groups
(see section 2.2.1). Chen174 has prepared 2D arrays of cross-
linked Au NPs using a Langmuir method by first dispersing
a solution of octanethiolate-capped 5 nm Au NPs in hexane
onto the water surface, then dispersing a solution of 4,4′-
thiobisbenzenedithiol in CH2Cl2 on the surface, and finally
compressing the film. TEM images of the NP monolayers
transferred onto TEM grids exhibited long-range order.

3. Transport Measurements

3.1. Two-Probe Electrode Configuration
In this simplest configuration, a bias voltage (Vb) is applied

across two electrodes attached to a sample and the resulting

current (I) is measured. According to Ohm’s lawsoften valid
for many materials at low voltages and for metalsscurrent
is linearly proportional to voltage:

I) gVb )Vb ⁄ R (2)

where g is the conductance and R is the resistance.
Conductivity (σ) is calculated using the relationship

σ) gL ⁄ A (3)

where A is the cross-sectional area of the film and L is the
distance between electrodes (Figure 7).

For materials not exhibiting ohmic I-V characteristics,
commonly differential conductance, dI/dV, is determined
as a function of voltage. This can be done either by
numerically differentiating the I-V data or by using a
lock-in amplifier (LIA). In the LIA approach, a modulation
voltage (Ṽ),

Ṽ)Vo cos 2πft (4)

is added to the bias voltage, where Vo is a small amplitude,
f is the modulation frequency, and t is time. The total voltage,
Vb + Ṽ, is applied across the sample, resulting in a current
with both time-independent and sinusoidally varying time-
dependent components (direct current, dc, and alternating
current, ac, respectively). The total current is then converted
or amplified to a proportional voltage (see below) and input
into the LIA. The LIA measures the component of the input
signal at the frequency f (or some multiple of f if desired)
and provides a dc output voltage proportional to dI/dV(Vb)
as follows. The current is a function of the total voltage
applied to the sample, i.e., I ) I(Vb + Ṽ). Expanding about
Vb yields the following:

I(Vb + Ṽ)) I(Vb)+
dI
dV

(Vb) · Ṽ+ · · · ) I(Vb)+

dI
dV

(Vb) ·Vo cos 2πft+ · · · (5)

An LIA’s output, measured at frequency f, is proportional
to the coefficient of cos 2πft; therefore, apart from known
amplification factors, the LIA output is given by dI/
dV(Vb) ·Vo. Harmonic frequencies of 2f, 3f,... yield the second,
third,... derivatives of I versus V, respectively.

Current may be converted to a voltage by passing the
current through an ohmic resistor (known as a gain resistor,
RG) and measuring the voltage (Vout) generated across the
resistor:

Vout ) IRG (6)

Vout can be measured using a multimeter, an oscilloscope,
an LIA, an analog-to-digital converter and a computer, etc.
A problem associated with simply using a resistor is that
voltage measuring devices usually have finite input resis-
tances, which can affect the measurement. To solve this
problem, current-voltage converters based on operational
amplifiers can be used. Ideal operational amplifiers have
infinite input resistances, resulting in Vout’s not being affected
by measurement circuit.

3.1.1. Interdigitated Array of Electrodes

Interdigitated array (IDA) electrodes (Figure 8) consist of
several electrode finger pairs, typically microns in dimension.
IDA electrodes are fabricated on insulating substrates such

Figure 7. Schematic of a two-probe electrode configuration.
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as Si/SiO2, glass, or quartz, using photolithographic pattern-
ing175 and are commercially available.

IDA electrodes are suitable for determining conductivities
of thin films. Film conductivity, σ, can be calculated using
the following equation,176

σ) L
(2N- 1)lh

g (7)

where L is the spacing between electrodes, N is the number
of finger pairs, l is the overlapping length of electrodes,
h is the film thickness (less than that of IDA electrodes),
and g is conductance. Spacing between electrodes is
typically a few tens of microns, which is much larger than
the sizes of NPs. The large electrode areas yield improved
reproducibility by providing averaged film characteris-
tics.160

3.1.2. Nanometer-Spaced Electrodes

Nanometer-spaced electrodes are used in studies involving
single molecules and NPs or chains of a few NPs. Electrodes
with separations of ∼10-100 nm can be fabricated using
electron-beam lithography and metal evaporation. The elec-
trodes include an adhesion layer of Cr or Ti a few nanometers
thick and an overlayer of metal, typically Au, a few tens of
nanometers thick.129,160,177-187 Electrodes with a gap spacing
of <10 nm can be created by a number of methods such as
mechanical breaking188-191 or electromigration.126,166,192-204

In the latter method, a pair of thick electrodes separated by
a large gap is fabricated with the aid of shadow masks or
lithography. Next, a thin layer of metal that bridges the gap
is deposited, resulting in a structure that resembles a fuse.
Application of a gradually increasing current induces atomic
motion, which in turn gives rise to a controlled break in the
metal bridge and a gap as small as a few nanometers in width.
The electromigration break-junction approach provides a
remarkably simple and robust means for fabricating nanom-
eter-spaced electrodes.

An advantage offered by nanometer-spaced electrodes is that
fewer NPs are required to bridge the electrodes, and they enable
fabrication of single-NP devices.177,178,181-183,192-195,197,201

There are also a number of challenges associated with these
methods. For instance, the device-to-device variations can be
large and require statistical analysis of a large number of
samples. In addition, the contact between the electrode and
the NP (usually through a linking molecule) should be robust
and reproducible. In many cases, atomic-scale details of
metal-molecule contacts are not well-known. For a review
of recent advances in fabrication of nanometer-spaced
electrodes, see ref 205.

3.1.3. Electrodes Deposited Post-Film Fabrication

Electrodes can be deposited on NP films after preparation
using sputter-coating,206 vapor-deposition,157,161,162,164,165

silver paint contacting,150,156,159,163,207 indium soldering,12,13

or electrodeposition.159 These methods are relatively simple
and cost-effective and do not require high-resolution fabrica-
tion equipment. They can be used to probe I-V or dI/dV-V
characteristics of the samples at various temperatures.
However, these methods may give rise to variations in
sample-electrode interfaces due to diffusion of electrode
material into the sample or due to interface heating, depend-
ing on the method. Therefore, it is important to distinguish
the role of contacts from that of the sample. An approach
for eliminating the contributions from contact resistances is
described in section 3.3.

3.1.4. Scanning Tunneling Microscopy and Its Variations

In scanning tunneling microscopy, a bias voltage is applied
between a sharp conductive tip and a noninsulating sample,
and the two are brought into close proximity of each other.
At a sufficiently small tip-sample separation (a few nm or
less), a detectable tunneling current flows (see section 4.1).
The tunneling current depends exponentially on the tip-sample
separation. For example, using typical metals as tip and
sample, in vacuum a ∼1 Å increase in the tip-sample
separation decreases the current by ∼1 order of magnitude.
This sensitive dependence of tunneling current on separation
forms the basis for imaging in the scanning tunneling
microscope (STM).208 Figure 9 shows an example STM
image of a multilayer film of ∼5 nm Au NPs prepared on a
doped-silicon/silicon-oxide substrate.

STM can also be used to perform spectroscopy. In
scanning tunneling spectroscopy, the tip is usually held at a
fixed position with respect to the sample, and current,
differential conductance, etc. are measured as a function of
the tip-sample bias. Spectroscopic data provide information
about local electronic characteristics of the sample such as
density of states.138,139 Variations of imaging and spectro-
scopic modes have also been developed. For example, it is
possible to perform spectroscopy as a function of voltage at
different locations on a surface and to plot the spectroscopic
data as a series of images at different voltages.Figure 8. Schematic of IDA electrodes.

Figure 9. STM image of a multilayer film of ∼5 nm Au NPs
linked with 1,4-butanedithiol prepared on a doped-silicon/silicon-
oxide substrate. Tip bias and current set point are -1.2 V and 0.1
nA, respectively. Reprinted with permission from ref 12 (Dhirani’s
group). Copyright 2005 American Chemical Society (http://dx-
.doi.org/10.1021/jp051282y).
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A conductive-probe atomic force microscope (CP-
AFM)209 provides another means to study electrical proper-
ties of materials. In an atomic force microscope (AFM), a
sharp tip attached to an end of a flexible cantilever is brought
close to a sample. A force (F) between the tip and the sample
surface leads to a deflection of the cantilever (z). The
deflection is measured and used to determine F according
to Hooke’s law,

F)-kz (8)
where k is the spring constant of the cantilever. Cantilever
deflection is typically detected by reflecting a laser beam
off the cantilever and monitoring the changes in position of
the reflected beam using photodiodes. The force can be used
to generate a feedback signal to control tip-sample separa-
tion. In CP-AFM, the tip is coated with a conducting film
(usually Au). A bias applied between the conductive tip and
the sample generates a measured current as in STM.
However, CP-AFM differs from STM in that the position
of the tip is controlled using feedback based on force.210

CP-AFMs have been used to measure conductances of a
variety of systems, including Au NP multilayers,211 semi-
conducting NPs,212 carbon nanotubes,213 and molecular self-
assembled monolayers.214-219

Scanning electrochemical microscopy (SECM)220 permits
surface characterization of a substrate immersed in a solution
of redox-active electrolyte. In SECM, an ultramicroelectrode
(UME) typically serves as the tip, and its position with
respect to a substrate can be varied. Voltage is applied
between the tip and a reference electrode, and current is
measured between the tip and a counterelectrode. In contrast
with tunneling current, SECM current arises from redox of
species at the UME tip. When the tip is far from the substrate,
the current is driven by the diffusion of redox species
between the solution and the tip (Figure 10a). When the tip
is brought close to the substrate, the vicinity and the nature
of the substrate perturbs the current. An insulating substrate
can hinder diffusion of redox species toward the tip and
thereby reduce the current (Figure 10b): the closer the tip is
to the substrate, the smaller is the current. In contrast, a
conducting substrate can increase the current by regenerating
a portion of the reacted species at its surface. The regenerated
species can react again at the tip and increase the tip current
(Figure 10c). Therefore, SECM offers a means for determin-
ing the insulating or conducting nature of substrates and
can be used to probe lateral conductivity of the subs-
trates.142,221

3.2. Three-Terminal Electrode Configuration
Figure 11 is a schematic illustration of a three-terminal

electrode configuration with source, drain, and gate elec-
trodes. Source and drain electrodes are directly connected
to the sample and enable measurements of current (or

differential conductance) as a function of bias voltage, Vb.
The third gate electrode is separated from the sample via an
intervening insulating layer. A voltage, Vg, applied to the
gate electrode creates an electric field across the insulating
layer that can affect current flowing between the source and
the drain. The insulating layer should be sufficiently thick
so as to prevent significant leakage current. Typical examples
of gate electrodes are doped silicon12,13,178,180,187 and alu-
minum,195 both of which have oxides that can serve as
excellent insulators. The three-terminal electrode configu-
ration is analogous to that in conventional field-effect
transistors and can be used to implement electronically
actuated conductance changes. These applications are dis-
cussed in section 6.2.1.

3.3. Four-Probe Electrode Configuration
As discussed earlier in section 3.1.3, a challenge associated

with standard I-V measurements is that the measured total
resistance includes contributions from both the sample and
electrode-sample contacts. Electrode-sample contacts gen-
erate resistances that are in series and, therefore, sum with
the sample resistance. In many cases of interest, contact
resistances are significant and must be distinguished from
the sample resistance. This can be done using a four-probe
measurement technique as illustrated in Figure 12. The
overall resistance measured between electrodes 1 and 4 is
Rl4 ) R11′ + Rl′4′ + R44′, where Rl′4′ is the resistance of the
sample between points 1′ and 4′, and R11′, R22′, R33′, and R44′
are the contact resistances at electrodes 1-4, respectively.
In the four-probe method, a known voltage, Vb, is applied
between electrode 1 and 4, and both the current, I, flowing
through the sample and the voltage between electrodes 2 and
3, V23, are measured. Ideally, the voltage measurement draws
no current. Therefore, the currents between points 2,2′ and
3,3′ are zero, and the voltages at points 2 and 3 are equal to

Figure 10. Basic principles of SECM: (a) far from the substrate, diffusion leads to a steady-state current; (b) near an insulating substrate,
hindered diffusion leads to a current suppression; (c) near a conducting substrate, feedback diffusion leads to a current enhancement.
Reprinted with permission from ref 222 (Bard’s group). Copyright 1990 American Chemical Society.

Figure 11. Schematic of a three-terminal electrode configura-
tion.

Figure 12. Schematic of a four-probe electrode configurat-
ion.
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those at points 2′ and 3′, respectively. Given V23 ()V2′3′)
and I, the resistance of the sample between points 2′ and 3′
is determined by R2′3′ ) V2′3′/I ) V23/I. Thus, contributions
from the contact resistances are eliminated.

4. Electronic Properties
NP assemblies represent a new class of granular

materials. Granular materials consist of grains embedded
in insulating matrices and exhibit electronic properties that
dependonarchitectureandcompositionof thematerials.6,223,224

Conventional granular films are usually prepared by
deposition, e.g., thermal evaporation, sputtering, chemical
vapor deposition, electroless deposition, etc., and are
typically disordered.223 Electronic properties of granular
films have been extensively studied, and three distinct
regimes have been typically observed:223 (i) an insulating
regime, where the volume fraction of grains is small and
the grains form isolated islands; (ii) a bulk regime, where
the concentration of grains is large enough that the isolated
islands merge and form continuous pathways through the
film; and (iii) a transition regime, where a transition from
insulating to bulk regimes occurs at a critical concentration
of grains (percolation threshold). Above the threshold, at least
one sample spanning pathway is established throughout the

film. Charge transport mechanisms in these regimes, how-
ever, have not yet been fully understood, and efforts in this
area are ongoing.

NP assemblies provide a controlled platform to sys-
tematically explore charge transport in granular materials
by permitting studies of structure-property relationships.
NP properties (e.g., size, shape, and composition), inter-
NP separation, and material structure are independently
controllable, since steps for synthesizing building blocks
(i.e., NPs and molecular spacers) and steps for assembling
materials are decoupled. Because of a broad range of
choices for the building blocks and the manner in which
they can be arranged into materials, a wide range of
material properties has been realized. Examples are
summarized in Tables 1 and 2 for 2D and 3D assemblies,
respectively. A majority of these assemblies consist of
metal NPs, in particular Au or Ag NPs, the focus of this
review. For a review on electron transport in assemblies
of semiconducting NPs, see ref 225.

Although our understanding of charge transport through
NP assemblies is still evolving, several phenomena are
known to be particularly important given the structure of
the assemblies. These include tunneling, single-electron

Table 1. Electrical Properties of 2D NP Assembliesa

NP (2R, nm) moleculeb s, nm σ, Ω-1 cm-1 T-dependencec (Ea, meV) prep. methodd ref

Au (3.7) 1 1.9 A (97) SC Andres et al.116

Au (2.9 ( 0.8) C12S 5 ×10-6 A (70) LB Bourgoin et al.136

'' 2 5 ×10-3 A (55) '' ''
Ag (2.6) C5S 0.5 ( 0.2 M LS Medeiros-Ribeiro et al.138

'' C6S 0.5 ( 0.2 M '' ''
'' C10S 1.1 ( 0.2 nM '' ''

Ag (2.7) C5S >1.1 nM LS Kim et al.139

'' C6S 1.1 nM '' ''
Ag (4.8) C8S 1.2 M '' ''
Ag (6.6) C12S 2.0 nA '' ''
Ag (7.8) C8S variable A (15-35) LS Sampaio et al.140

'' C10S '' '' '' ''
Au (2.2-2.9) C12S 1.2 ( 0.1 nA DC Parthasarathy et al.271

Ag (4.0 ( 0.2) C6S variable MIT Langmuir Quinn et al.221

Ag (7 ( 0.56) C12S 0.8 3 ×10-2 nA LS Beverly et al.141

Ag (7 ( 0.56) '' '' 6 ×10-2 '' '' ''
Ag (7 ( 0.63) '' '' 1.5×10-2 '' '' ''
Ag (7 ( 0.64) '' '' 2.4×10-3 '' '' ''
Ag (7 ( 0.70) '' '' 1.2×10-3 '' '' ''
Ag (7 ( 0.96) '' '' 1.2×10-4 '' '' ''
Au (2 ( 0.2) C4S 1.01 1.6×10-3 Langmuir Chen135

'' '' 0.90 2.7×10-3 '' ''
'' '' 0.87 3.3×10-3 '' ''
'' '' 0.84 3.7×10-3 '' ''
'' '' 0.82 4.1×10-3 '' ''
'' '' 0.80 5.0×10-3 '' ''
'' C5S 1.23 8.2×10-4 '' ''
'' '' 1.14 8.2×10-4 '' ''
'' '' 1.06 8.2×10-4 '' ''
'' '' 1.02 1.1×10-3 '' ''
'' '' 0.98 1.3×10-3 '' ''
'' '' 0.95 3.5×10-3 '' ''
'' '' 0.92 6.8×10-3 '' ''

Au (4.6-6.5) C12S 1.5-2.6 A (38) DC Parthasarathy et al.272

Au (1.6 ( 0.16) C6S 0.9 1 ×10-5 LS Liljeroth et al.142

'' C12S 1.4 6 ×10-6 '' ''
Au (6.6 ( 0.8) C12S 2.5 2 ×10-3 '' ''

'' '' 1.8 5 ×10-3 '' ''
'' '' 1.5 8 ×10-3 '' ''
'' '' 1.3 1 ×10-2 '' ''

a R ) NP radius, s ) inter-NP separation, σ ) conductivity, and Ea ) activation energy. b CnS ) CH3(CH2)n-1SH; CnS2 ) HS(CH2)nSH; 1 )
1,4-di-(4-isocyanophenylethynyl)-2-ethylbenzene; and 2 ) 2,5′′ -bis(acetylthio)-5,2′,5′,2′′ -terthienyl. c A ) Arrhenius; nA ) non-Arrhenius; M )
metallic; nM ) nonmetallic; and MIT ) metal-insulator transition. d DC ) drop-casting; LB ) Langmuir-Blodgett; LS ) Langmuir-Schaefer;
and SC ) spin-casting.
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Table 2. Electrical Properties of 3D NP Assembliesa

NP (2R, nm) moleculeb s, nm σ, Ω-1 cm-1 T-dependencec (Ea, meV) prep. methodd ref

Au (2.4 ( 0.2) C8S 1.31 1.8 × 10-5 A (100) DC Terrill et al.122

'' C12S 1.48 2.3 × 10-7 A (166) '' ''
'' C16S 1.83 2.8 × 10-9 A (197) '' ''
Au (2.2) C5S2 1.11e 6.7 × 10-6 A (140) CL Bethell et al.155

'' C6S2 1.30e 3.6 × 10-7 A (120) '' ''
'' BDMT 1.08e 6.7 × 10-6 A (100) '' ''
Au (8 ( 2) BDMT 1.08e 7.7 × 10-2 A (20) '' ''
'' C12S2 1.89e 1.3 × 10-3 A (30) '' ''
'' C6S2 1.30e 1.5 × 10-1 A SSA ''
'' C9S2 1.50e 1.2 × 10-2 '' '' ''
'' C12S2 1.89e 6.6 × 10-4 '' '' ''
Au (11) HS(CH2)2OH 2 × 103 SSA Musick et al.158,206

Au (4.8 ( 1.6) PDDA/Poly S-119 2 × 105 ionic SSA Liu et al.90

Au (1.7) C12S 1.52e 2 × 10-9 nA DC Snow et al.176

Au (2.3) '' '' 1 × 10-8 '' '' ''
Au (3.1) '' '' 5 × 10-8 '' '' ''
Au (4.6) '' '' 2 × 10-7 '' '' ''
Au (6.0) '' '' 1 × 10-6 '' '' ''
Au (7.2) '' '' 3 × 10-6 '' '' ''
Pd (2.4) phenanthroline A (20) DC Simon et al.486

'' 3 A (50) CL
Au (6) C9S2 1.5e A (20) SSA Brust et al.156

Au (2) C9S2 1.5e 10-3 A (140) CL IDA Leibowitz et al.152

Au (5) '' '' 10-1 A (30) '' ''
Co (10 ( 0.5) oleic acid 2 A (10) DC/TA Black et al.129

Au (13) 24-mer DNA 11.5 10-3-10-5 A (7.4) CL Park et al.88

'' 48-mer DNA 11.5 '' A (7.5) '' ''
'' 72-mer DNA 11.5 '' A (7.6) '' ''
Au (2.2 ( 0.7) C4S 0.52e 8.0 × 10-2 A (96) DC Wuelfing et al.123

'' C5S 0.65e 5.0 × 10-2 A (78) '' ''
'' C6S 0.77e 8.0 × 10-3 A (68) '' ''
'' C7S 0.90e 5.0 × 10-3 A (69) '' ''
'' C8S 1.02e 1.6 × 10-3 A (95) '' ''
'' C10S 1.27e 1.3 × 10-4 A (91) '' ''
'' C12S 1.52e 8.0 × 10-5 A (166) '' ''
'' C16S 2.02e 1.3 × 10-6 A (197) '' ''
Pb (20 ( 4) C5COOH 1.1 S DC Weitz et al.11

'' C7COOH 1.5 S '' ''
'' C11COOH 2.2 I '' ''
'' C17COOH 2.8 I '' ''
Au (2.9) p-HSC6H4COOH 2.5 × 10-6 A (63) DC Evans et al.399

Au (3.2) p-HSC6H4OH 7.8 × 10-7 A (52) '' ''
Au (3.6) p-HSC6H4CH3 6.1 × 10-4 A (78) '' ''
Au (6.0) p-HSC6H4NH2 7.8 × 10-2 A (22) '' ''
Ag (3.5) C12S 1.6 6 × 10-7 nA DC Doty et al.175

Ag (4.5) '' '' 4 × 10-7 nA '' ''
Ag (4.8) '' '' 6 × 10-7 nA '' ''
Ag (5.5) '' '' 8 × 10-7 nA '' ''
Ag (7.7) '' '' 5 × 10-7 nA '' ''
Au (7 ( 1) C2S2 0.81e M SSA Fishelson et al.159

'' C5S2 1.1e A (5) '' ''
'' C8S2 1.46e A (15) '' ''
Au (15) C4S2 1.02e MIT SSA Trudeau et al.161

Au (2.2) PhC4S 1.42 ( 0.18 1.5 × 10-4 A (42) DC Wuelfing et al.240

'' PhC2S 1.02 ( 0.19 2.6 × 10-3 A (91) '' ''
Au (3.0) PhC2S 1.06 ( 0.09 7.2 × 10-3 A (64) '' ''
'' CH3C6H4SH 0.66 ( 0.08 1.3 × 10-2 A (59) '' ''
Au (8) C2S2 0.81e 9 × 10-1 nA CL Müller et al.151

'' C4S2 1.02e 3 × 10-1 '' '' ''
'' C8S2 1.46e 4 × 10-2 '' '' ''
'' C12S2 1.89e 1 × 10-2 '' '' ''
'' C15S2 2.23e 5 × 10-4 '' '' ''
Au (22 ( 3) C4S2 1.02e M SSA Trudeau et al.162

Au (1.4) 4 1.1e nA (95)f CL Torma et al.207

'' 5 1.6e nA (110)f '' ''
'' 6 2.3e nA (120)f '' ''
'' 7 1.5e nA (140)f '' ''
'' 8 0.7e nA (160)f '' ''
'' 9 1.9e nA (200)f '' ''
'' 10 2.8e nA (230)f '' ''
'' 11 3.1e nA (260)f '' ''
Au (1.6 ( 0.8) C4S/MUA/Cu2+ 1.52 ( 0.22 2 × 10-4 SSA Zamborini et al.172,173

'' C8S/MUA/Cu2+ 1.80 ( 0.33 9 × 10-6 '' ''
'' C12S/MUA/Cu2+ 2.02 ( 0.39 5 × 10-7 '' ''
Au (4.0 ( 0.8) C6S2 1.30e 3.7 × 10-2 A (47.7) SSA Joseph et al.404

'' C9S2 1.5e 2.1 × 10-3 A (54.2) '' ''
'' C12S2 1.89e 2.3 × 10-4 A (56.6) '' ''
'' C16S2 4.8 × 10-5 A (58.9) '' ''
Au (4.0 ( 0.8) PPI-G1 6.8 × 10-2 A (40.2) SSA Joseph et al.111

'' PPI-G2 1.7 × 10-2 A (44.8) '' ''
'' PPI-G3 9.7 × 10-3 A (50.5) '' ''
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charging, hopping, varying wave function overlap, spatial
and charge disorder, percolation effects, scattering, etc.
These processes and their roles in influencing assembly
electronic behavior are reviewed in this section.

4.1. Tunneling
Tunneling enables charge to flow between weakly

coupled sites, that is, where wave functions are mainly
localized on each site. It can be an important charge
transport mechanism in NP assemblies. A treatment of
this process starting from Schroedinger’s equation is
provided in Appendix A. Here, we consider in detail a
system consisting of two closely spaced 1D metal
electrodes separated by an insulator with dielectric
constant εr and subjected to a potential energy difference.
This simple model system yields valuable physical insight
into tunneling.226-228

4.1.1. Metal-Insulator-Metal Junctions

Tunneling is an elastic process; that is, the electron’s initial
and final energies are equal. Also, electrons must leave from
a filled state of one electrode and enter an empty state of
the other electrode to satisfy Pauli’s exclusion principle. The
probability of finding a filled energy state in a metal electrode
is given by the Fermi-Dirac distribution,

f(E)) 1

1+ e(E-µ)⁄kBT
(9)

where µ is the chemical potential. At T ) 0 K, the Fermi-Dirac
distribution becomes a step function and µ represents the highest
occupied energy (or the Fermi energy, EF) of the electrode.
Figure 13 shows the Fermi-Dirac distributions for gold (EF )
5.5 eV) at 0 and 298 K. The combined probability of finding a
filled state in one electrode and an empty state in the other
electrode, both with energy E, is then f(E) × [1 - f(E)],
assuming that the electrodes are identical.

Table 2. Continued

NP (2R, nm) moleculeb s, nm σ, Ω-1 cm-1 T-dependencec (Ea, meV) prep. methodd ref
'' PPI-G4 3.9 × 10-3 A (54.6) '' ''
'' PPI-G5 1.0 × 10-3 A (61.1) '' ''
'' C16S2 4.8 × 10-5 A (58.9) '' ''
Au (1.6 ( 0.7) C7S/MUA/Ag+ 3.2 7.8 × 10-5 SSA Leopold et al.410

'' C7S/MUA/Cu2+ 3.6 1.1 × 10-5 '' ''
'' C7S/MUA/Zn2+ 3.8 3.0 × 10-6 '' ''
'' C7S/MUA/La3+ 1.2 × 10-5 '' ''
Au (4.0 ( 0.8) BDMT 0.77e 1.1 × 10-1 A (59.7) SSA Wessels et al.163

'' cHDMT 0.82e 1.2 × 10-2 A (58.8) '' ''
'' DMAAB 1.48e 2.4 × 10-3 A (65) '' ''
'' DMAAcH 1.49e 1.1 × 10-4 A (71) '' ''
'' PBDT 1.07e 1.2 × 101 M '' ''
'' cHBDT 0.96e 2.4 × 10 ° A (13.8) '' ''
CdSe (5.4 ( 0.27) 1,4-NH2C6H4NH2 0.7 nA (30)f DC/CL/TA Yu et al.131

CoPt3 (10.2 ( 0.9) ACA/C16N 2.1 2.5 × 10-3 A (7) DC/TA Beecher et al.124

CoPt3 (3.8 ( 0.34) ACA/C16N 2.2 10-4 A (3)1 DC/TA Beecher et al.125

'' '' 10-1 nA '' ''
'' '' 101 M '' ''
CoPt3 (10.2 ( 1.0) ACA/C16N 2.8 A (7) DC/TA Quinn et al.126

CoPt3 (6.8 ( 0.68) 2.9 A (12) '' ''
CoPt3 (3.8 ( 0.38) 2.7 A (32) '' ''
PbSe (6.3) C7N2 nA DC/CL/TA Wehrenberg et al.132

Au (6.5 ( 1.5) C4S2 1.02e A (6) SSA Suganuma et al.12

Au (4.8 ( 1.2) C4S2 1.02e nA SSA Dunford et al.164

Au (5.3 ( 0.9) BDMT 0.77e nA SSA Xu et al.185

Au (5.5 ( 0.28) C12S 2.5 nA (27.6)f LB/SSA Tran et al.296

PbSe (5.5 ( 0.28) oleic acid 0.7 nA (38)f DC/TA Romero et al.133

Au (2.0 ( 0.7) C3S2 0.844 2.89 × 10-2 A (6.18) CL IDA Wang et al.263

'' C5S2 1.101 6.84 × 10-3 A (6.79) '' ''
'' C8S2 1.488 7.93 × 10-4 A (8.14) '' ''
'' C9S2 1.616 3.32 × 10-4 A (8.83) '' ''
'' C10S2 1.745 3.12 × 10-4 A (8.81) '' ''
Au (4.0 ( 0.5) C3S2 0.844 1.03 × 10-1 A (2.19) '' ''
'' C5S2 1.101 2.26 × 10-2 A (2.51) '' ''
'' C8S2 1.488 6.38 × 10-4 A (3.15) '' ''
'' C9S2 1.616 3.38 × 10-4 A (3.29) '' ''
'' C10S2 1.745 2.10 × 10-4 A (3.30) '' ''
Au (5.0 ( 0.8) C2S2 0.81e M SSA Zabet-Khosousi et al.166

'' C3S2 0.9e M '' ''
'' C4S2 1.02e M '' ''
'' C5S2 1.11e M or nA (9.2)f '' ''
'' C6S2 1.30e nA (13.6)f '' ''
'' C8S2 1.46e nA (16.7)f '' ''
'' C9S2 1.5e nA (18.1)f '' ''
'' C10S2 1.6e nA (18.8)f '' ''
Au (1.1) PhC2S 0.60 6.1 × 10-9 A (485) DC Choi et al.360

Au (1.6) C6S 0.46 2.9 × 10-5 A (80) '' ''
Au (4.1 ( 0.5) oligothiopene 3mer 1.6 3.0 × 10 ° nA (21)f CL Taniguchi et al.86

'' oligothiopene 9mer 3.3 1.2 × 10-2 nA (45)f '' ''

a R ) NP radius, s ) inter-NP separation, σ ) conductivity, and Ea ) activation energy. b CnS ) CH3(CH2)n-1SH; CnS2 ) HS(CH2)nSH; ACA
) 1-adamantanecarboxylic acid; BDMT ) 1,4-C6H4(CH2SH)2; cHDMT ) 1,4-C6H10(CH2SH)2; cHBDT ) Na2[1,4-C6H10(NHCS2)2]; DMAAB )
1,4-C6H4(NHCOCH2SH)2; DMAAcH ) 1,4-C6H10(NHCOCH2SH)2; MUA ) HS(CH2)10COOH; PBDT ) Na2[1,4-C6H4(NHCS2)2]; PDDA )
poly(diallyldimethylammonium chloride); PPI-G1 ) poly(propyleneimine) dendrimer-generation one; 3 ) 4,4′-diamino-1,2- diphenylethane;
4 ) 4,4′-thiobis(benzenethiol); 5 ) dimer(2,8-dithio-6-hydroxypurine); 6 ) dimer(4,4′-thiobis(benzenethiol)); 7 ) dimer(1,5-dithionaphthaline); 8
)(C6H5)3P;9)(C6H5)2PC6H4SO3H/4,4′-H2NC6H4CH2CH2C6H4NH2;10)(C6H5)2PC6H4SO3H/4,4′-H2NC6H4-C≡C-C5H4-C≡C-C5H4-C≡C-C6H4-
NH2; 11 ) thiolate-functionalized heptacyclopentylsilsesquioxane. c A ) Arrhenius; nA ) non-Arrhenius; M ) metallic; S ) superconducting; I
) insulating; and MIT ) metal-insulator transition. d DC ) drop-casting; CL ) cross-linking; SSA ) stepwise self-assembly; LB )
Langmuir-Blodgett; and TA ) thermal-annealing. e Theoretical values. f Activation energies obtained from Arrhenius plots.
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When a positive bias voltage (Vb > 0) is applied to an
electrode, its chemical potential is shifted to µ - eVb. The
Fermi-Dirac distribution for the electrode is then expressed
by

1

1+ e[E-(µ-eVb)]⁄kBT
) 1

1+ e[(E+eVb)-µ]⁄kBT
) f(E+ eVb)

(10)

The probability of finding filled and empty states in the
electrodes thus changes to f(E) × [1 - f(E + eVb)].

Figure 14 shows an energy diagram of a junction
composed of two identical metal electrodes. Electrons
tunneling between the electrodes encounter a potential energy
barrier whose height, when Vb ) 0, is given by

U) φ+EF-E (11)

where work function, φ, is defined as the difference between
the Fermi and vacuum energy levels (Figure 14a). Work
functions for metals are typically in the order of a few eV.
For Vb > 0 (Figure 14b), the barrier height at a distance x
within the barrier varies linearly with x:

U(x)) φ+EF-E- eVbx ⁄ L (12)

Note that U adopts appropriate values at x ) 0 and L.
In a proximity of a metal electrode, an electron polarizes

the electrode’s surface and creates an image with an opposite
charge that in turn exerts an attractive force on the electron.
In a tunnel-junction geometry, image charges themselves
generate image charges in the other electrode, and an electron
is affected by all of the resulting forces. Simmons229 has
discussed in detail the influence of image forces on the shape
of a potential barrier between planar electrodes. He showed
that the image force reduces the height and the width of the
barrier, and the image potential can be approximated by

Uimage )-1.15
e2 ln 2
16πεrε0

L
x(L- x)

(13)

where ε0 is the permittivity of vacuum and εr is the dielectric
constant of the insulating material between electrodes. The
modified barrier height is then expressed as

U(x)) φ+EF -E-
eVbx

L
- 1.15

e2ln 2
16πεrε0

L
x(L- x)

(14)

As a first approximation, one can replace the barrier height
by an average value given by226

U) 1
L∫0

L
U(x) dx (15)

At room temperature, thermal fluctuations in electron
energy are on the order of kBT ≈ 25 meV, much smaller
than typical barrier heights. Therefore, except at high
temperatures or voltages, charge transport between electrodes
is forbidden classically. Electrons can, however, tunnel
through the potential barrier (see Appendix A). The tunneling
transmission probability, |T|2, in the limit of a thick barrier,
decays exponentially with the barrier width (L),

|T|2 ≈ e-2κL (16)

where κ is the decay constant. κ depends on the barrier height
as follows,

κ)
√2mU
p

(17)

where m is the mass of electron and p is Planck’s constant.
Assuming that the electrodes are clean and made of gold
and approximating the barrier height with the work function
(φ ≈ 5.1 eV), we find κ ≈ 1.1 Å-1 and |T|2 ≈ e-2.2 L/Å ≈
10-L/Å. Therefore, the tunneling transmission probability
drops by ∼1 order for every 1 Å increase in the barrier width.

The rate of electron tunneling from electrode 1 to 2 at
energy E, Γ1f2(E), can be obtained using Fermi’s golden
rule,

Γ1f2(E)) 2
2π
p
F(E)F(E+ eVb)|T(E)|2f(E)[1- f(E+ eVb)]

(18)

where F represents the density of states of the electrodes
and the factor of 2 arises from the spin degeneracy of
electrons. Integrating the contributions from all energies, we

Figure 13. Fermi-Dirac distribution for Au at T ) 0 K (dashed
blue line) and T ) 298 K (solid red line).

Figure 14. Energy diagrams for a tunnel junction composed of two electrodes at (a) Vb ) 0 and (b) Vb > 0. Red lines represent energy
states available for electron tunneling from electrode 1 to 2. Dotted lines show effects of image forces on the potential barriers.
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get an expression for the total tunneling rate from electrode
1 to 2:

Γ1f2 ) 2
2π
p
∫0

+∞ F(E)F(E+ eVb)|T(E)|2f(E)[1- f(E+

eVb)] dE (19)

Similarly, the rate of electron tunneling from electrode 2 to
1 is given by

Γ2f1 ) 2
2π
p
∫0

+∞ F(E)F(E+ eVb)|T(E)|2[1- f(E)]f(E+

eVb) dE (20)

The net rate of electron tunneling between the two electrodes,
Γ, can be obtained by subtracting eq 20 from eq 19: Γ )
Γ1f2 - Γ2f1. The tunneling current (i.e., the rate of charge
flow) between the electrodes is then given by I ) eΓ:

I) 4πe
p

∫0

+∞ F(E)F(E+ eVb)|T(E)|2[f(E)- f(E+ eVb)] dE

(21)

At low bias voltages (eVb , EF) and at room temperature,
energy levels close to the Fermi level dominate in tunneling.
Therefore, we can simplify the expression for current (eq
21) by approximating the density of states and the tunneling
transmission with their respective values at EF:

I ≈
g0

e ∫0

+∞
[f(E)- f(E+ eVb)] dE (22)

where

g0 )
4πe2

p
F(EF)2|T(EF)|2 (23)

The integral in eq 22 can be solved analytically (see
Appendix C) and is equal to eVb. The tunneling current at
low bias then becomes

I) g0Vb (24)

Equation 24 indicates that g0 is the tunneling conductance
at low bias:

dI ⁄ dVb ) g0 (25)

Since g0 depends on |T(EF)|2 ≈ exp(-2κL), the tunneling
conductance drops exponentially with electrode separation,

g0 ∝ exp(-�L) (26)

where � ) 2κ ≈ 2.2 Å-1 for clean Au electrodes. Note that
g0 does not exhibit explicit temperature dependence, and
therefore, tunneling conduction is often characterized by its
temperature independence.

At large biases, higher order voltage terms in the current
expression become significant. For example, bias reduces the
barrier height according to eq 12 and modifies |T(EF)|2. By
taking this into account, one obtains an exponential depen-
dence of tunneling current on bias (see Appendix B for
derivation),

I(Vb) ∝ e-2κ0L sinh(eVb

2� ) (27)

where κ0 ≡ (2mφ)1/2/p is the decay constant at zero bias
and � ≡ φ/κ0L.

4.1.2. Metal-Molecule-Metal Junctions

The discussion in section 4.1.1 can also be applied in a
junction in which a molecule is placed between the elec-
trodes. In this case, the effective barrier height for tunneling
depends on the alignment of the Fermi level of the electrodes
with respect to the highest occupied and lowest unoccupied
orbitals of the molecule (HOMO and LUMO). If conduction
is dominated by electron (or hole) transport, then the effective
height, φeff, can be approximated by ELUMO - EF (or EF -
EHOMO).230 Barrier heights for metals with molecules are
usually smaller than those for clean metal electrodes, and
this leads to smaller values of �. For example, Frisbie and
co-workers217-219 have studied I-V characteristics of self-
assembled monolayers of alkanethiols with various chain
lengths on Au substrates using CP-AFM and observed � ≈
0.9 Å-1. They have also found that monolayers of oligophe-
nylene thiols exhibit higher conductances with a smaller
value of � ≈ 0.4 Å-1, likely due to smaller HOMO-LUMO
energy gaps and closer positioning of the Fermi level to
frontier orbitals in conjugated oligophenylene thiols than in
saturated alkanethiols.231

Treatments of charge transport through molecular junctions
taking into account molecular orbitals have been reviewed
in a number of articles.57,232-235 One treatment that has been
extensively studied is based on a traditional molecular model
of charge transfer in donor-bridge-acceptor (D-B-A)
systems.236 This “superexchange” model was originally
proposed by McConnell237 to describe the rate of charge-
transfer reactions in solution. In the superexchange model,
charge transfer is mediated by virtual states, namely,
D+-B--A or D-B+-A- for electrons or holes, respec-
tively. The rate of charge transfer, kCT, is given by

kCT≈ exp(-� ′ rDA) (28)

where rDA is the distance between the donor and the acceptor,

� ′ ) 2
a

ln(∆EB

VB
) (29)

a is the length of the bridge unit, ∆EB is the energy of the
mediating states (D+-B--A or D-B+-A-) relative to the
ground state (D-B-A), and VB is the coupling energy
between two adjacent units. Using typical values of ∆EB/VB

) 10 and a ) 5 Å, eq 29 gives �′ ) 0.92 Å-1.232

Nitzan238 has derived an approximate relationship between
kCT and molecular conductance under a number of assump-
tions (e.g., that the electronic structure of the molecule does
not considerably change upon attaching to the electrodes):

g ≈ 8e2

π2ΓDΓA

( kCT

DOS) (30)

where DOS represents a Franck-Condon weighted density
of vibronic states and ΓD and ΓA are, respectively, widths of
the donor and the acceptor levels due to their couplings to
the electrodes. The latter depend on the finite lifetime of an
electron on the molecule adsorbed on the metal surface.
Using typical values of ΓD ) ΓA ≈ 0.5 eV, eq 30 yields

g ≈ 5 × 10-19 kCT

DOS
(31)

The agreement between eq 31 and experimental values is
quite remarkable.57 Smalley et al.239 have measured the rate
of charge transfer through ferrocene-terminated alkanethiolate
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monolayers on gold electrodes using an electrochemical
approach. For n ) 9, they measured kCT ≈ 104 s-1. Using
DOS ≈ 7 × 10-6 (eV)-1,57 one obtains g ≈ 7 × 10-10

Ω-1 ) (1.4 GΩ)-1, which is consistent with the value
reported by Frisbie and co-workers using CP-AFM.217

4.1.3. Tunneling in NP Assemblies

A number of studies have demonstrated the importance
of tunneling in films of weakly coupled NPs. Murray and
co-workers122,123 have studied electronic conductivities of
3D films of 2.2 nm Au NPs capped with a variety of
alkanethiolates. They prepared NP films by drop-casting
solutions of CH3(CH2)n-1S-capped NPs onto IDA electrodes.
Figure 15 shows that film conductivities, σ, at various
temperatures exhibited an exponential dependence on n,

σ ≈ exp(-�nn) (32)

where �n is the decay constant per n. This observation
suggests that film conductivity is dominated by electron
tunneling between NPs, and the length of the capping
molecules determines the inter-NP surface-to-surface separa-
tion, s. Since s is proportional to n, σ can also be written as

σ ≈ exp(-�s) (33)
where � is the decay constant per unit length. Typical
observed values of � and �n were ∼1.0 Å-1 and ∼1.2,
respectively. These values are consistent with those reported
in single-molecule tunneling studies (section 4.1.2).

A number of groups have also explored NP assemblies
incorporating conjugated molecules. Wuelfing et al.240 have
studied conductivities of films of Au NPs capped with
arenethiolates. Films were prepared by drop-casting NP
solutions on IDA electrodes. Wessels et al.163 have studied
conductivities of films of Au NPs cross-linked with a variety
of saturated and conjugated molecules. Films were con-
structed using a stepwise self-assembly method. In both
studies, film conductivities did not exhibit a clear exponential
dependence on inter-NP separations (Figure 16a). However,
an exponential relationship was observed when conductivities
were plotted as a function of the number of saturated
carbon-carbon bonds (nsat),

σ ≈ exp(-�nnsat) (34)

with �n ≈ 1 (Figure 16b). When saturated molecules were
replaced by conjugated molecules with the same skeleton,

e.g., 1,4-cyclohexanedimethylthiol (cHDMT) by 1,4-ben-
zenedimethylthiol (BDMT), film conductivities increased by
∼1 order of magnitude. Similar differences between con-
ductivities of conjugated versus saturated molecules have
been reported in studies involving metal-molecule-metal
junctions (see section 4.1.2). Studies on this subject are
ongoing in the rapidly growing field of molecular electron-
ics.205,231,241-243

4.2. Single-Electron Charging
Given potentially small sizes of NPs, single-electron

charging can strongly influence electronic properties of NP
assemblies. When an electron tunnels to (from) an NP, it
charges (discharges) the NP. At absolute zero, the energy
required to do so must be provided by a sufficiently large
external bias, otherwise current cannot flow. That is, below
a voltage threshold, current and conductance are zero. This
is known as “Coulomb blockade” (CB). As the temperature
increases, electrons are able to overcome the Coulomb
blockade thermally, and current and conductance increase.

We can gain insight into the role of single-electron
charging by considering a simple system where a single
metallic NP is attached to two metal electrodes via tunnel
junctions (Figure 17). Current-voltage characteristics of this
system can be described by a semiclassical, so-called
“orthodox” theory.228,244-246 In the orthodox theory, each
junction j (j ) 1, 2) is modeled as a parallel combination of

Figure 15. Conductivities of films of CH3(CH2)n-1S-capped 2.2
nm Au NPs at 70 (O), 30 (b), and -60 °C (1) vs n. The inset is
a schematic illustrating interdigitation of capping ligand chains in
the NP films. Reprinted with permission from ref 123 (Murray’s
group). Copyright 2000 American Chemical Society (http://dx.
doi.org/10.1021/ja002367+).

Figure 16. (a) Plot of ln(σintercept) for multilayer films of cross-
linked NPs as a function of the length of the linker molecules. (b)
Plot of ln(σintercept) as a function of the number of saturated bonds
in the linker molecules. σintercept was calculated from extrapolating
plots of σ vs 1/T to very high temperatures. Reprinted with
permission from ref 163 (Wessels’ group). Copyright 2004 Ameri-
can Chemical Society (http://dx.doi.org/10.1021/ja0377605).
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a capacitance, Cj, and a resistance, Rj. The junction capaci-
tances determine the voltage, Vj, dropped across each
junction,

Vj )
C1C2

CjC∑
Vb (35)

where CΣ ) C1 + C2. According to eq 22, Rj controls the
electron tunneling rate (Γj

(, where ( refers to electrons
tunneling on/off the NP) for the corresponding junction:

Γj
() 1

e2Rj

∫0

+∞
f(E)[1- f(E-∆Ej

()] dE (36)

∆Ej
( is the change in the energy of the system as the

electron tunnels through junction j and is given by (see Figure
18)

∆E1
()∆U(- eV1, ∆E2

()∆U(( eV2 (37)

where ∆U( is the energy required to change the charge of
the NP, Q, by (1e:

∆U() (Q( e)2

2C∑
- Q2

2C∑
) (2Qe+ e2

2C∑
) ((2Q ⁄ e+ 1)EC

(38)

and EC ) e2/2CΣ is the single-electron charging energy of a
neutral NP.

Solving the integral in eq 36 (see Appendix C), we get
the following:

Γj
() 1

e2Rj

(-∆Ej
()

1- exp(∆Ej
( ⁄ kBT)

(39)

At absolute zero, this reduces to

Γj
((0K)) {-∆Ej

( ⁄ e2Rj ∆Ej
( < 0,

0 ∆Ej
(g 0

(40)

Therefore, at T ) 0 K, the condition under which the
tunneling rates are nonvanishing is ∆Ej

( < 0. Assuming a
symmetric double junction, i.e., R1 ) R2 and C1 ) C2, and
taking Q ) 0 (no initial charge on the NP), this condition
and eqs 37 and 38 give -EC < eVb/2 < EC. Thus, we obtain
a threshold voltage of Coulomb blockade, VCB, for a
symmetric double junction:

|VCB|) 2EC ⁄ e (41)

The current at T ) 0 K is then given by

I) e(Γ1
+-Γ1

-)) e(Γ2
--Γ2

+)

) { V- |VCB|

2R
V > |VCB|,

0 -|VCB| < V < |VCB|,
V+ |VCB|

2R
V <-|VCB|

(42)

We note that, when deriving eq 42, we did not consider
multielectron charging of the NP. Multielectron charging can
give rise to stepwise increases in the current at certain higher
voltages at which these charging processes become energeti-
cally favorable. These steps in current are known as
“Coulomb staircase”. Coulomb blockade and often Coulomb
staircases have been observed in studies involving individual
NPsusingnanometer-separatedelectrodes,177,178,181,182,192-195,197

STM,246-259 or electrochemical methods.260-262 For ex-
ample, Figure 19 shows an I-V curve of a single Au NP
device at 4.2 K. The device was fabricated by evaporating
Au grains on nanometer-separated Au electrodes created by
electromigration. The I-V curve exhibits both a Coulomb
blockade gap around zero bias and steps at higher voltages.
Fit to the data shows that the I-V characteristics can be well-
described using the orthodox model.245

As the temperature increases, the tunneling rate inside the
CB region becomes nonzero. At zero bias and a temperature
range of 0 < kBT , EC, the tunneling rate (eq 39) becomes

Γj
((0V))

EC

e2Rj

exp(- EC

kBT) (43)

One can show that zero-bias conductances in this temperature
range also follow an Arrhenius behavior with an activation
energy equal to EC (see Appendix D for a derivation).
Conductance about zero volts inside the CB region arises
essentially from electrons that have energies higher than EC

+ EF. The number of these electrons can be calculated using
the Fermi-Dirac distribution:

∫EC+EF

∞
f(E) dE)∫EC+EF

∞ dE
1+ exp[(E-EF) ⁄ kBT]

∝ ∫EC+EF

∞
e-(E-EF)⁄kBT dE) kBT e-EC⁄kBT ≈ e-EC⁄kBT (44)

In the above equation, the Fermi-Dirac distribution is
approximated by the Boltzmann distribution. Also, the
temperature dependence of the pre-exponential term, kBT,
is neglected compared with that of the exponential, exp(-EC/
kBT).

A number of studies of NP arrays have reported observing
single-electron charging effects. Brust and co-workers61 and
Zhong and co-workers152,263 have studied conductivities of
3D films of Au NPs cross-linked with various alkanedithiols.
Brust et al. prepared small pellets by pressing precipitates
of dithiol-linked 2.2 and 8 nm Au NPs. The smaller NPs
were cross-linked during synthesis, and larger NPs were
cross-linked after synthesis. Zhong and co-workers used a
cross-linking/precipitation method to prepare films of de-
canethiolate-capped 2, 4, or 5 nm Au NPs cross-linked by
R,ω-alkanedithiols (HS(CH2)nSH, n ) 3, 5, 8, 9, and 10).
Films were precipitated on IDA electrodes. The two studies
found that films exhibited Arrhenius behavior from room
temperature down to ∼100 and ∼210 K, respectively. Films
made of smaller NPs exhibited larger activation energies and
smaller conductivities, as expected. Brust et al.155,156 and
Fishelson et al.159 studied multilayer films of 6-8 nm Au
NPs cross-linked by HS(CH2)nSH (n ) 5, 6, 8, 9, and 12)
and observed similar behavior. Quinn et al.126,127 studied
conductances of films of 10.2, 6.8, and 3.8 nm diameter
CoPt3 NPs. NPs were stabilized by 1-adamantanecarboxilic
acid and hexadecylamine ligands. They prepared films by
drop-casting NP solutions on IDA electrodes and then mildly
thermally annealing the films to reduce inter-NP separation
to ∼2.8 nm. Conductances of these films exhibited Arrhenius
behavior. They reported activation energies of ∼28-34 meV
for 3.8 nm, ∼12-13 meV for 6.8 nm, and ∼7 meV for 10.2
nm NPs. The energies scaled with NP size, with the smallest
NP having the largest activation energy.

The dependence of activation energies on NP size suggests
that they arise from charging of NPs. Obtaining an exact
expression for the charging energy for NP arrays is a
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nontrivial problem and requires numerical calculation of the
capacitance of the NP ensemble, taking into account cross-
capacitances since charges on one NP can polarize neighbor-
ing NPs. A simple approach is to approximate the neigh-
boring NPs as a conducting continuum separated from the
central NP by an insulating shell, as shown in Figure 20.223

In this approximation, the capacitance of the NP is

C) 4πε0εr( 1
R
- 1

R+ s)-1
) 4πε0εr

R(R+ s)
s

(45)

and the charging energy can be expressed as

EC )
e2

8πε0εr
( 1
R
- 1

R+ s) ) e2

8πε0εr

s
R(R+ s)

(46)

Equation 46 predicts that EC increases as R decreases

∆EC

EC
)-∆R( 1

R
+ 1

R+ s) ≈-2
∆R
R

(R. s)

(47)

as observed.
The dependence of the charging energy on the length of

molecular spacers is more complex. Molecular spacers can
affect the charging energy through two parameters in eq 46:
the inter-NP separation, s, and the dielectric constant, εr. As
s increases, EC increases,

∆EC

EC
)∆s(1s - 1

R+ s) )∆s( R
s(R+ s)) ≈ ∆s

s
(R. s)

(48)

and as εr increases, EC decreases:

∆EC

EC
)-

∆εr

εr
(49)

Zabet-Khosousi et al.166 studied conductances of multilayer
films of HS(CH2)nSH-linked Au NPs. Films were deposited
in a stepwise fashion onto nanometer-separated Au elec-
trodes. For n g 5, films exhibited Arrhenius behavior at
temperatures higher than ∼100 K, with activation energies
increasing with n as predicted by eq 48. Wang et al.263

measured activation energies of films of decanethiol-capped
2 or 4 nm Au NPs prepared by cross-linking/precipitation
using HS(CH2)nSH (n ) 3, 5, 8, 9, 10) and IDA electrodes.
Activation energies increased with n in very good agreement
with eq 48. Murray and co-workers122,123 studied conductivi-
ties of films of CH3(CH2)n-1S-capped 2.2 nm Au NPs with
various n in a temperature range of ∼270-340 K. The films
were prepared by drop-casting solutions of capped NPs onto
IDA electrodes. All films exhibited Arrhenius behavior.
Activation energies generally increased with n, exhibiting a
trend predicted by eq 48. Murray and co-workers have also
compared the observed activation energies to the predictions
of Marcus theory of electron transfer. According to Marcus
theory,264,265 the free energy of activation, ∆Ga, for an
electron-transfer reaction is given by

∆Ga )
λ
4(1+ ∆Go

λ )2

(50)

where ∆GO is the standard free energy of the reaction (and
equals zero for a self-exchange reaction) and λ is an “outer-
sphere” reorganization energy due to the repolarization of

the surrounding dielectric medium. For charge transfer
between two spheres, the theory gives

∆Ga )
λ
4
) e2

16πε0
( 1
2R1

+ 1
2R2

- 1
R1 +R2 + s)( 1

εop
- 1

εs
)
(51)

where R1 and R2 are radii of the spheres, R1 + R2 + s is the
center-to-center separation, and εop and εs are, respectively,
the optical and static dielectric constants of the medium.
Murray and co-workers have found that, although eq 51 can
qualitatively describe the observed trend in the variations of
activation energies with inter-NP separation, it yields values
that are generally much smaller than those observed. 123,240

Wuelfing et al.240 and Wessels et al.163 studied films of
Au NPs comprising conjugated molecular spacers to explore
the role of molecular chemical structure on charging energy.
They did not observe a clear relationship between activation
energies and the structure of molecular spacers predicted by
the above simple model (eq 46). For example, multilayer
films of Au NPs cross-linked with 1,4-cyclohexanedimeth-
ylthiol and benzenedimethanethiol exhibited similar activa-
tion energies (the molecules have similar sizes); yet, films
of phenylethylthioate-capped Au NPs exhibited activation
energies higher than films of phenylbutanethiolate-capped
NPs, even though the inter-NP separation in the latter system
(s ≈ 1.4 nm) is larger than that in the former (s ≈ 1.0 nm).

Torma et al.207 studied the influence of chemical binding
on activation energies of covalently and noncovalently linked
1.4 nm Au NPs. In the latter, the NPs were linked via van
der Waals or ionic interactions. They prepared NP films by
pressing precipitates of linked NPs into pellets and used silver
paint to make electrical contacts to the top and bottom of
the pellets. The films exhibited Arrhenius behavior in a
temperature range of ∼200-300 K. In the case of nonco-
valently linked NPs, activation energies showed a linear
relation with inter-NP separation with minor dependence on
the chemical nature of linker molecules (i.e., degree of
conjugation, structure, etc.). On the other hand, when NPs
were covalently linked by dithiols, activation energies were
characteristically lower but did not exhibit a uniform
dependence on inter-NP separation (see Figure 21).

Differences in conductances of chemically bonded versus
nonbonded molecules have also been reported in single-
molecule studies. For example, Lindsay and co-workers214,215

have measured conductances of alkanedithiols inserted into
an alkanethiolate monolayer on Au(111) surface. The free
thiol groups of the alkanedithiols were bound to Au NPs by
immersing the monolayer in a solution of 2 nm triph-
enylphosphine-capped Au NPs. Using CP-AFM, they ob-
served that the bound alkanedithiols exhibited higher con-
ductances and smaller tunneling decay constant than the
nonbonded alkanethiols. In view of the widely varying
results, further studies are necessary to clarify the influence
of molecular spacers on charging energies of NP assemblies.

One of the challenges associated with rationalizing electron
transport in NP assemblies is that these systems are usually

Figure 17. Schematic and equivalent circuit of a double tunnel
junction system composed of an NP between two electrodes.
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disordered. Viewing adjacent NPs in an assembly as being
connected by local conductances, g,

g ≈ e-�s e-EC⁄kBT (52)

the assembly can be modeled as a series-parallel combina-
tion of local conductances, where structural disorder can give
rise to variations in s, EC, and, therefore, g. Even for a
perfectly ordered NP assembly, disorder can arise from
background charges that can generate local fields and shift
NP charging energies. The effect of certain types of disorder
on the conductance of tunnel junction arrays has been
investigated using Monte Carlo simulations in 1D and
2D.266-270 In these simulations, disorder was incorporated
by taking into account random background charges as well
as variations in NP size and capacitances between adjacent
NPs. These studies have proposed a scaling law for I-V
characteristics of the arrays,

I ∝ (V-VT)ς (53)

where VT is a Coulomb blockade voltage threshold below
which current is zero and 
 is a scaling exponent that depends
on array dimensionality. Such a scaling law was predicted

by Middleton and Wingreen (MW) for T ) 0 K.266 Theory
predicts that 
 ) 1 and 5/3 for infinite 1D and 2D arrays,
respectively, and numerical simulations indicate that 
 ≈ 2
for finite 2D arrays.266

A number of groups have observed the MW scaling law
using weakly coupled NP assemblies. Reported values of 

include the following: 
 ) 2.25 ( 0.1 for monolayers of
close-packed dodecanethiolate-capped Au NPs (2.2-6.5 nm)
prepared by drop-casting (see Figure 22a);271,272 
 ) 3.5
for 3D films of Pd/Sn NPs (2 nm Pd core protected by a tin
oxide envelope) prepared by depositing NPs on nanometer-
separated electrodes;273 and 2.2 < 
 < 2.8 for films
containing a few close-packed monolayers of 1.4 nm Au,274

10 nm Co,129 3.8 and 10.2 nm CoPt3,124,125 or 5.5 nm
PbSe133 NPs prepared by drop-casting and often subsequent
annealing to reduce inter-NP separation. Since 
 is related
to the dimension of the array, observed sample-dependent
variations in 
 can provide information about the array’s
overall structure: if only one (or a small number of) preferred
pathway(s) contribute to conduction, then one expects 
 ≈
1 as the device is essentially 1D, etc. For example, Xu et
al.185 have observed 
 ) 1.7 for multilayer films of BDMT-
linked 5.3 nm Au NPs constructed on 20-nm-spaced elec-
trodes. This value of 
 suggests that current in these films is
mainly passing through quasi-1D pathways.

One can also obtain voltage thresholds, VT, from fitting
I-V data to the scaling law. Parthasarathy et al.271 have
observed that VT of spatially ordered monolayers of dode-
canethiolate-capped Au NPs scaled with the number of NPs
bridging electrodes, but VT of disordered monolayers varied
from sample to sample since the number of bridging NPs
was poorly defined (see Figure 22b). A number of studies
have also reported that VT decreases linearly with increasing
temperature (Figure 23).133,272,275,276 Parthasarathy et al.272

Figure 18. Energy diagram for a double-tunnel junction system composed of an NP between two metal electrodes at (a) Vb ) 0 and (b)
Vb > 0. Red arrows denote electrons on the NP.

Figure 19. I-V curve for a single NP device at 4.2 K, along with
an orthodox model fit (offset for clarity). The device was fabricated
by evaporating Au grains on nanometer-separated Au electrodes
created by electromigration. Reprinted with permission from ref
195 (Ralph’s group). Copyright 2004 American Institute of Physics
(http://dx.doi.org/10.1063/1.1695203).

Figure 20. (a) Conducting NP of radius R separated from
neighboring NPs by an average distance s. The NPs are embedded
in an insulating medium with dielectric constant εr. (b) NP in (a)
is modeled as a sphere separated from a conducting surrounding
by an insulating shell with thickness s and dielectric constant εr.

Figure 21. Activation energy vs inter-NP separation for covalently
(4-7) and noncovalently (8-11) linked NP films (for structures
of linker molecules, see Table 2). Reprinted with permission from
ref 207 (Schmid’s group). Copyright 2003 Wiley-VCH Verlag
GmbH & Co. KGaA (http://dx.doi.org/10.1002/ejic.200390143).
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have developed a percolation-based model to explain the
observed VT-T relationship. The model assumes that, at a
finite temperature T, a fraction of junctions p(T) can
overcome their charging energies via thermal fluctuations
(∼kBT) and behave as ohmic junctions. p(T) is expected to
increase with T. At some temperature, T*, the fraction p(T*)
becomes large enough that a percolating pathway of ohmic
junctions will be created through the array. VT for such a
pathway is zero. VT for T < T* then can be expressed as

VT(T))VT(0)[1- p(T) ⁄ p(T*)] (54)

p(T*) is given by the percolation threshold (pc) of the
underlying lattice of the array. For example, for a 2D
hexagonal close-packed (hcp) lattice, pc ≈ 0.347. They
derived an expression for p(T) based on the distribution of
charging energies in the array: p(T) ≈ 4.8kBT/EjC, where EjC

represents an average of charging energies in the array. Thus,
the T-dependence of VT can be expressed as

VT(T))VT(0)[1-RT] (55)

where R ) 4.8kB/pcEjC. Equation 55 agrees well with
experimental data.133,272 For T > T*, VT vanishes and
conductance at 0 V exhibits Arrhenius behavior.272

4.3. Varying Wave Function Overlap
Single-electron charging effects can be exhibited by a

junction (or an array of junctions) if junction conductance,
g, is smaller than the quantum of conductance, gQ ) 2e2/h
≈ (13 kΩ)-1. This requirement ensures that charges can flow
by tunneling and yet are sufficiently localized so that charge
states of the junction are well-defined. In terms of the energy-
time uncertainty principle, the (dis)charging time due to
tunneling, τ ≈ RC, must be sufficiently long that the
corresponding uncertainty in energy is smaller than the
charging energy, EC ) e2/2C. That is, for short times (g >
gQ), the uncertainty in energy is sufficiently large to
overcome the charging energy. Single-electron charging
effects are then suppressed as quantum couplings become
strong and charges become delocalized.277 This result has
been experimentally demonstrated. A number of studies of
tunnel junction arrays have reported transitions from Cou-
lomb blockade to ohmic or superconducting behavior at g
≈ gQ.278-280 For example, Geerligs et al.280 have observed
that charging effects are strongly suppressed in aluminum
tunnel junctions when tunneling resistances are near or below
10 kΩ. Junctions with higher resistances exhibited Coulomb

blockade. Orr et al.278 have studied a crossover to super-
conductivity in ultrathin 2D films of Sn evaporated on
alumina substrates. Films with sheet resistance of 3.6 kΩ
were superconducting at 3.5 K, whereas films with sheet
resistance of 10 kΩ were not.

Such quantum coupling transitions are expected for NP
assemblies when wave function overlap between NP becomes
sufficiently strong. Liu et al.281 have studied CH3(CH2)n-1S-
capped 1.7 nm Au NPs as a function of the inter-NP
separation (n ) 6, 9, 12, 15) using valence-band photoemis-
sion spectroscopy (Figure 24). For n g 9, they observed a
low density of states at the NP Fermi level. This can be due
to the large charging energy of the small NPs. For n ) 6,
however, they observed an increase in the density of states
at the Fermi level. The increase can be attributed to electron
delocalization for sufficiently small inter-NP separation.

The transition to delocalized behavior can also be observed
optically. Heath and co-workers47,282-284 studied linear and
nonlinear optical response of CH3(CH2)n-1S-capped Ag NP
monolayers as a function of inter-NP separation. They
utilized a Langmuir trough to compress NP monolayers from
δ/2R ≈ 1.7 to 1.1, where R is the NP radius and δ is the
center-to-center NP separation (δ ) 2R + s). They found
that, for δ/2R > 1.3, linear optical responses (e.g., reflec-
tance) could be well-described by a classical coupling model
involving changes in polarizability283 or dielectric con-
stant.284 For smaller values of δ/2R, predictions of the
classical model diverged strongly from experimental obser-
vations (Figure 25a). Nonlinear response (e.g., second-order
susceptibility) exhibited an exponential dependence on δ/2R,

Figure 22. (a) Log-log plot of normalized current vs voltage beyond threshold. Data were obtained using close-packed monolayers of
dodecanethiolate-capped Au NPs. M is the width of the array, V0 is a single-NP Coulomb blockade voltage, and R is a fitting parameter.
(b) Threshold voltage, VT, in units of V0, versus array length. N is the number of NPs bridging electrodes. A fit to VT ) RNV0 gives R )
0.25 for structurally ordered arrays. Reprinted with permission from ref 271 (Jaeger’s group). Copyright 2001 American Physical Society
(http://dx.doi.org/10.1103/PhysRevLett.87.186807).

Figure 23. Temperature dependence of voltage threshold for films
of ∼5.5 nm PbSe NPs. Solid line is a fit to data. Reprinted with
permission from ref 133 (Drndic’s group). Copyright 2005 Ameri-
can Physical Society (http://dx.doi.org/10.1103/PhysRevLett.
95.156801).
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implying strong quantum coupling between NPs. For δ/2R
< 1.2, optical properties of the monolayer resembled those
of a thin metallic Ag film. The transition to delocalized
behavior was reversible upon increasing the inter-NP separa-
tion. Artemyev et al.285,286 have studied optical properties
of CdSe NP films at 300 K. They prepared NP films on
quartz substrates by drop-casting pyridine solutions contain-
ing 1.6 nm CdSe NPs and varying amounts of poly(ethylene
glycol). The inter-NP distance in the films was varied from
∼0.6 to 1 nm by changing the relative concentration of CdSe
NPs and polyethylene glycol. Figure 25b shows the absorp-

tion spectra of the films. At large inter-NP distances, the
spectra exhibit a finite number of discrete bands due to
quantum confinement in NPs. At small inter-NP distances,
the spectra become smooth, resembling those of bulk
semiconductors. Bawendi and co-workers28 have reported
similar observations using films of pyridine-capped CdSe
NPs. As the distance between NPs was reduced by applying
a vacuum and gently heating the films, the optical absorption
spectra approached that for the bulk CdSe. These observa-
tions point to a transition from individual (localized) to
collective (delocalized) electronic states of NPs.

4.4. Metal-Insulator Transition (MIT)
Materials are classified as metals or nonmetals depending

on the behavior of their conductance as T f 0.287 For
nonmetals, conductance tends to zero; for metals, it tends to
a finite value. This can be rationalized given their electronic
band structures. In nonmetals, the energy bands are either
completely filled or completely empty, and in metals, at least
one band is partially filled. The latter can participate in
conduction.

Partially filled bands in nonmetals can be generated by
exciting electrons over the energy gap, Eg, between the
highest occupied (valence) band and the lowest unoccupied
(conduction) band. At nonzero T, there is a finite probability
that some electrons will overcome the energy gap through
thermal activation. Therefore, the conductivity of nonmetals
tends to increase with temperature. Conductivity of a metal,
on the other hand, tends to decline with increasing temper-
ature. According to the Drude theory of metals, the conduc-
tivity of a metal is given by287

σ) ne2τ
m

(56)

where n is the density of conducting electrons and τ is mean
free time. τ is determined by electron scattering, which can
be categorized as elastic (e.g., impurity or defect scattering)
and inelastic (e.g., electron-electron or electron-phonon
scattering). The mean free time associated with these
processes can be written as (Matthiessen’s rule)

1
τ
) 1

τelastic
+ 1

τinelastic
(57)

and the conductivity of metals can be written as

σ-1 ) σ0
-1 + σ(T)-1 (58)

At very low temperatures, τelastic dominates since it is
independent of temperature. At higher temperatures, τinelastic

becomes significant and gives rise to a temperature-dependent
conductivity. Assuming that the rate of inelastic scattering
due to electron-phonon interactions increases as ∼kBT,
metallic conductivity decreases as ∼1/kBT and resistivity
increases linearly with T.287 Note that not all metals exhibit
this trend at all temperatures; that is, it is possible for a
material to exhibit finite conductivity as T f 0 (metallic
behavior) and decreasing resistivity with increasing T at some
temperatures (for example, see section 4.4.2).

Studies of molecularly linked metal-NP assemblies show
evidence of metal-insulator transitions (MITs) as a function
of inter-NP separation. Zabet-Khosousi et al.166 have studied
resistances of multilayer films of HS(CH2)nSH-linked 5 nm
Au NPs. They prepared films on nanometer-separated
electrodes using a stepwise self-assembly method and

Figure 24. Effect of inter-NP separation (as determined by the
length of alkyl chains in the NP ligand) on the density of states of
CH3(CH2)n-1S-capped 1.7 nm Au NPs. The spectrum of a pure
gold foil is shown for comparison. Reprinted with permission from
ref 281 (Salmeron’s group). Copyright 2005 American Physical
Society (http://dx.doi.org/10.1103/PhysRevB.72.155430).

Figure 25. (a) Comparison of reflectance spectra of compressed
Langmuir monolayers of Ag NPs at three values of δ/2R. Predic-
tions of a classical model are shown as solid lines and experimental
data as points. Reprinted with permission from ref 283 (Heath’s
group). Copyright 1998 American Chemical Society (http://dx.
doi.org/10.1021/jp981315s). (b) Absorption spectra of 1.6 nm CdSe
NPs. Spectra are shown in order of increasing NP concentration
from top to bottom. Spectra 1-4 were obtained using NP/
poly(ethylene glycol) composite films with polymer volume frac-
tions of 37%, 18%, 3%, 1%, respectively. Spectrum 5 was obtained
using a close-packed film of CdSe NPs. Reprinted with permission
from ref 285 (Gaponenko’s group). Copyright 1999 American
Physical Society (http://dx.doi.org/10.1103/PhysRevB.60.1504).
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measured resistance, R, of the films with various n (n ) 2-6,
8, 9, 10) as a function of temperature (Figure 26). R at T )
2 K and T ) 200 K as well as trends in R vs T all pointed
to an MIT occurring at n ) 5. As T approached 2 K, two
distinct types of behaviors were observed: films with n e 4
exhibited resistances tending to a finite value, indicating
metallic behavior, whereas films with ng 6 exhibited rapidly
increasing resistance, indicating nonmetallic behavior. Both
types of behaviors were observed among various films with
n ) 5. At intermediate temperatures, films with n e 4 and
n g 6 exhibited positive and negative values of dR/dT,
respectively, consistent with metallic and nonmetallic be-
haviors. Again for n ) 5, both behaviors were observed.
The inset of Figure 26 shows resistance of the films at 200
K as a function of n. From n ) 2 to n ) 5, resistance changed
by <1 order of magnitude for metallic films; from metallic
to insulating films, with n ) 5, resistance jumped by ∼2
orders; thereafter, for 5 e n e 10, resistance changed by
another ∼2 orders for nonmetallic films, growing exponen-
tially with n. The latter is consistent with a tunneling
mechanism as expressed by eq 32.

Quinn et al.125,127 studied an MIT in CoPt3 NP assemblies
by tuning inter-NP separation. They prepared multilayer films
of 3.8 nm CoPt3 NPs on IDA electrodes by drop-casting.
The NPs were stabilized with 1-adamantanecarboxylic acid
and hexadecylamine ligands initially, and inter-NP separation
was varied by thermal annealing. As-prepared films exhibited
high resistances exceeding 1 TΩ at room temperature. After
annealing under reducing conditions (5% H2, 95% N2 for
1 h; see section 2.2.1), films generally exhibited decreased
inter-NP separation and film resistances. Films annealed at
80 °C exhibited room-temperature resistances, RRT, on the
order of ∼100 MΩ, thermally activated behavior between
3-300 K, and rapidly climbing R as T decreased near 3 K
(Figure 27a). At T ) 3 K, these films also displayed Coulomb
blockade in I-V characteristics. Films annealed at 100 °C
exhibited RRT ≈ 190 kΩ and linear I-V characteristics at
all measured temperatures. R vs T data of these films
displayed two regions (Figure 27b): a region of positive dR/
dT for 80 K < T < 300 K, and another of negative dR/dT
for 4 K < T < 80 K. As T approached 3 K, R’s tended to
finite values, implying that these films were metallic by
definition. Increasing the annealing temperature to 150 °C
produced films with RRT ≈ 1 kΩ. These films exhibited linear
I-V curves, positive dR/dT for 4 K < T < 300 K, and R’s
that tended to finite values at 4 K (Figure 27c), consistent
with metallic behavior.

Heath and co-workers have studied electronic properties
of Ag NP monolayers using impedance spectroscopy137 and
scanning tunneling spectroscopy (STM).138,139 Figure 28

shows impedance spectra of a propanethiolate-capped 3.5
nm Ag NPs in a Langmuir trough at various compressions.
For δ/2R > 1.3, spectra could be modeled using an
equivalent RC circuit. For 1.2 < δ/2R < 1.3, characteristic
RC time constants decreased rapidly with decreasing inter-
NP separation. Such behavior is consistent with an increasing
tunneling rate between NPs. Below δ/2R ) 1.2, the film
exhibited a transition from an RC- to an inductive-type of
behavior, suggesting a transition to metallic conductance.
Figure 29 shows results of STM studies using monolayers
of decanethiolate and hexanethiolate-capped 2.6 nm Ag NPs.
The monolayers were prepared using a Langmuir trough and
were transferred onto graphite substrates. Inter-NP separa-
tions in these monolayers were ∼1.1 and 0.6 nm for n ) 10
and 6, respectively. Figure 29 shows that normalized
conductances of the NP monolayers strongly depend on δ/2R.
At δ/2R ≈ 1.4, normalized conductance at 0 V vanishes at
low temperatures. At δ/2R ≈ 1.2, its value at 0 V is equal
to 1 and is temperature independent from 300 to 20 K. Since
tunneling conductance in STM at low bias is proportional
to Ftip(EF)Fsample(EF) (see eq 23), normalized conductance,
defined as (dI/dV)(V/I), provides a good approximation to
the local density of states (LDOS). At 0 V, insulators exhibit
a vanishing LDOS. Metals exhibit a finite LDOS and a
normalized conductance equal to 1. Quinn et al.221 and
Liljeroth et al.142 observed signatures of an MIT in Langmuir
monolayers of alkanethiolate-capped Ag and Au NPs using
scanning electrochemical microscopy (SECM). SECM offers
a means of distinguishing between insulating and conducting
substrates since they give rise to a decrease or an increase
in SECM current, respectively (see section 3.1.4). Figure 30
shows SECM approach curves using hexanethiolate-capped
4 nm Ag NP monolayers obtained at various Langmuir
trough surface pressures. At surface pressures below and
above 42 mN m-1, respectively, the monolayers exhibited
a decrease and increase in SECM current as the SECM tip
approached the monolayers. Such a transition was reversible
upon changing the surface pressure.

4.4.1. Mott-Hubbard MIT

One of the foundations of our understanding of MITs is
the Mott-Hubbard model, proposed originally in a context
of a lattice of hydrogen atoms.288 Consider such a lattice at
absolute zero and with variable lattice spacing, s. In the limit
sf ∞, overlap between atomic wave functions is negligible,
and electrons are localized on individual atoms. For conduc-
tion to occur, electrons have to transfer between neutral
atoms, creating positively and negatively charged ions. This
transfer requires an energy, U, due to the difference between
the ionization energy (IE) and the electron affinity (EA) of
hydrogen atoms. U is the energy cost of having electrons
on the same site and is known as the Hubbard energy.289

Because of this energy cost, conduction at 0 K is suppressed,
and the lattice is insulating. For finite s, the overlap between
atomic wave functions is nonzero and gives rise to energy
bands as per the band theory of solids. The widths, ∆i, of
energy bands, i, depend on the magnitude of overlap integrals
between atomic wave functions and increase as interatomic
spacing decreases.287 The energy gap for conduction, Eg, then
reduces to Eg ) U - (∆1 + ∆2)/2 (see Figure 31). As s
decreases further, the bandwidths ∆1 and ∆2 increase until,
at U ≈ (∆1 + ∆2)/2, the energy gap for conduction
disappears,andthelatticebecomesmetallic.TheMott-Hubbard
model applied to a lattice of hydrogen atoms predicts onset

Figure26. NormalizedresistancesofmultilayerfilmsofHS(CH2)nSH-
linked Au NPs vs temperature. Inset: Resistance of the films at
200 K as a function of n. Reprinted with permission from ref 166
(Dhirani’s group). Copyright 2006 American Physical Society
(http://dx.doi.org/10.1103/PhysRevLett.96.156403).
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of metallic behavior at s ≈ 4.5a0,290 where a0 is the Bohr
radius appearing in hydrogen atom wave functions, ψH(r).
For a 1-s state, ψH(r) ≈ exp(-r/a0).

An analogous Mott-Hubbard MIT can be realized in NP
assemblies where NPs serve as artificial atoms. Here, the

energy gap arises from the NP charging energy (i.e.,
Coulomb gap). The energy bands arise from the overlap
between NP wave functions: ψ(r) ≈ exp(-κr) and κ ≈
(2m*φ)1/2/p where m* is an effective mass of electrons. The
wave function decay constant, κ, provides a useful length
scale in the Mott-Hubbard criterion for the MIT: a0 ≈ 1/κ.
Zabet-Khosousi et al.166 have applied the Mott-Hubbard
model to describe the MIT exhibited by multilayer films of
HS(CH2)nSH-linked Au NPs at n ) 5 (see Figure 26). Taking
φ ≈ 1.4 eV and m* ≈ 0.4 × mass of electron reported for
gold-alkanedithiolate-gold tunnel junctions,291 they ob-
tained κ ≈ 4 nm-1. Applying the Mott-Hubbard criterion,
they estimated a critical NP separation for MIT to be ∼4.5/

Figure 27. Typical resistance-temperature data for CoPt3 NP films annealed at (a) 80 °C, (b) 100 °C, and (c) 150 °C. The films were
prepared by drop-casting 3.8 nm CoPt3 NPs on IDA electrodes at room temperature. Reprinted with permission from ref 127 (Redmond’s
group). Copyright 2005 Elsevier (http://dx.doi.org/10.1016/j.progsolidstchem.2005.11.048).

Figure 28. Plot of the frequency-dependent dielectric modulus,
M, in the complex plane, for a Langmuir monolayer of propanethi-
olate-capped 3.5 nm Ag NPs at various surface pressures. Insets
show equivalent circuits of the monolayer in metallic and nonmetal-
lic limits, respectively. Reprinted with permission from ref 137
(Heath’s group). Copyright 1998 American Physical Society (http://
dx.doi.org/10.1103/PhysRevLett.80.3807).

Figure 29. Normalized density of states (DOS) vs voltage for films
of (a) decanethiolate-capped and (b) hexanethiolate-capped 2.6 nm
Ag NPs at different temperatures. Reprinted with permission from
ref 138 (Heath’s group). Copyright 1998 American Physical Society
(http://dx.doi.org/10.1103/PhysRevB.59.1633).

Figure 30. SECM approach curves obtained using a hexanethi-
olate-capped 4 nm Ag NP monolayer at various Langmuir trough
pressures: (1) 0 mN m-1 (open barrier position); (2) 11 mN m-1;
(3) 22 mN m-1; (4) 42 mN m-1; and (5) 56 mN m-1 (closed barrier
position). i and iL are the tip current at a given tip-substrate distance
(d) and in the bulk, respectively. Dotted lines represent theoretical
fits assuming substrates are insulating (lower) or conducting (upper).
Reprinted with permission from ref 221 (Bard’s group). Copyright
2001 American Chemical Society (http://dx.doi.org/10.1021/
jp010970o).

Figure 31. Evolution of energy levels in a lattice of hydrogen
atoms during MIT.
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(4 nm-1) ) 1.1 nm, which is consistent with the inter-NP
separation using 1,5-pentanedithiol linkers and observation
of the transition at n ) 5.

4.4.2. Percolation-Driven MIT

In order to exhibit global metallic behavior, an assembly
of metal NPs must cross a percolation threshold. At this
point, strongly coupled NPs that form metallic clusters
combine to form at least one continuous, sample-spanning
metallic pathway. Although at or just above the transition,
the sample may be dominated by nonmetallic conduction,
as T tends to 0 K, nonmetallic pathways shut down, and at
T ) 0 K, conductance remains nonzero. Below the threshold,
however, metallic clusters are isolated, and overall, the
assembly is nonmetallic.

Natan and co-workers158,206 and Dhirani and co-wor-
kers161,162,164 have studied percolation effects in strongly
coupled NP films. In these studies, NP films were prepared
by stepwise self-assembly using sufficiently short cross-linker
molecules (2-mercaptoethanol, 2-mercaptoethylamine, or 1,4-
butanedithiol) to ensure strong inter-NP coupling. Films
exhibited conductivities that depended strongly on the
number of NP/linker exposure cycles. Above a threshold
(typically six exposure cycles), films exhibited high con-
ductivities and metallic behavior. Below, conductivities were
thermally activated (Figure 32a). The transition is consistent
with a percolation-driven MIT.

Trudeau et al.161 have modeled the percolation-driven MIT
by treating the NP film as a lattice of sites that are connected

by random-valued conductances. They then used an effective-
medium approximation292 to model effective bulk conduc-
tance. Figure 32b shows details of the model. NPs and voids
are represented by filled and empty sites, respectively. A pair
of adjacent sites is considered to be connected by conduc-
tances that are metallic (gm), insulating (gi), or thermally
activated (gt), if they are both filled, both empty, or composed
of one of each type, respectively. Denoting the fraction of
filled sites in the lattice by p, the probability distribution of
conductances is then given by293

f(gR, p)) p2δ(gR- gm)+ 2p(1- p)δ(gR- gt)+ (1-

p)2δ(gR- gi) (59)

where δ represents Dirac’s delta function and R ) m, i, or
t. In an effective-medium approximation, the effective
conductance of the lattice, geff, can be obtained by solving
the following equation,

∑
R)g,t,i

f(gR, p)(geff - gR)

gR+ geff(z ⁄ 2- 1)
) 0 (60)

where z is the coordination number of the lattice (e.g., z )
4 for square and z ) 6 for cubic lattices in 2D and 3D,
respectively). 161 Using appropriate temperature dependencies
for gm, gi, and gt, they obtained fits to the data (fits are shown
in Figure 32a). Their results showed that, as p increased,
geff vs T exhibited signs of increased contributions from
locally metallic transport. At p ) pm ≈ 0.65-0.70, a sample-
spanning metallic pathway was formed. Just beyond pm, a
combination of metallic and thermally activated transport was
observed, with the latter even dominating despite the films’
being fundamentally metallic. Combinations of activated and
metallic transports NP films have also been observed in a
number of other studies.162,175,176

4.4.3. Metallic Behavior

Conductivities of Au NPs assemblies are generally lower
than that of bulk Au (σAu ) 4.5 × 105 Ω-1cm-1).294 Liu et
al.90 have reported σ ) 2 × 105 Ω-1 cm-1 ≈ 1/2 σAu, the
highest value reported. Films consisted of 15 layers of 4.8
nm Au NPs assembled using an ionic layer-by-layer method.
The Au NPs were encapsulated with cationic polymer
molecules, poly(diallyldimethylammonium chloride), and
then attached to anionic polymer molecules, poly S-119, via
electrostatic attractions. Other studies have reported con-
ductivities in the ∼101-103 Ω-1 cm-1 range.158,163 Beecher
et al.125 have observed σ ≈ 101 Ω-1 cm-1 for thermally
annealed films of 3.8 nm CoPt3 NPs, over 3 orders of
magnitude smaller than that of bulk Pt films (σPt ) 9.4 ×
104 Ω-1 cm-1).294 The temperature coefficients of resistance,
TCR ≡ (1/R)(dR/dT), observed in metallic NP assemblies
are also lower than those in bulk metals. For example, Zabet-
Khosousi et al.166 have observed TCR ≈ 0.001-0.002 K-1

for films of HS(CH2)nSH-linked Au NPs (n ) 2 to 5) and
0.0023 K-1 for a 15 nm thick evaporated Au film at 200 K.
TCR of bulk Au at 200 K is 0.0055 K-1.294 Beecher et al.125

have observed TCR ≈ 0.001 K-1 for thermally annealed
3.8 nm CoPt3 NP films at 300 K. TCR for bulk Pt at 300 K
is 0.0038 K-1.294

The observation of lower σ and TCR in NP films compared
with corresponding bulk metals suggests that electron-
scattering processes are strongly enhanced in NP assem-
blies.125,162,166 Elastic electron-scattering decreases zero-

Figure 32. (a) Normalized conductivity vs temperature for 1,4-
butanedithiolate-linked Au NP multilayer films with 3-9 layers.
Dashed lines are fits obtained using an effective-medium ap-
proximation model. (b) Lattice model for disordered arrays of NPs.
Filled and open circles denote occupied sites and voids, respectively.
Solid lines indicate metallic paths, and dashed lines indicate
tunneling/thermionic paths. Reprinted with permission from ref 161
(Dhirani’s group). Copyright 2002 American Institute of Physics
(http://dx.doi.org/10.1063/1.1495838).
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temperature conductivity of samples (σ0 in eq 58), which in
turn gives rise to smaller values of TCR. Elastic scattering
is strong since sizes of NPs are typically much smaller than
the mean free path, l, of electrons in the bulk material. For
example, in a film of 5 nm Au NPs, the time scale for elastic
scattering can be estimated as τelastic ≈ l/VF ≈ (5 × 10-9

m)/(1.4 × 106 m/s) ) 3.6 fs, where VF is the Fermi velocity
of electrons in gold. For bulk gold, l ) 41 nm and τelastic ≈
29 fs at 300 K.295 At 300 K, the time scale for inelastic
scattering due to phonons is τinelastic ≈ p/kBT ≈ 25 fs.
Therefore, temperature-independent elastic scattering domi-
nates the conductivity of metallic NP films.

4.4.4. Superconducting NP Assemblies

Very little work has been done in the area of supercon-
ducting NP assemblies. Wietz et al.11 studied magnetic
susceptibilities of films of lead NPs capped with carboxylic
acids (CnH2n-2O2). They prepared the films by drop-casting
solutions of the NPs onto quartz tubes. Inter-NP separation
distances were tuned from ∼1.1 to ∼2.6 nm by varying the
length of ligands (from n ) 6 to n ) 18). Magnetic
susceptibility measurements of the films exhibited a variety
of behaviors ranging from insulating to superconducting
depending on the inter-NP spacing. Below a superconducting
transition temperature, TC, bulk Pb becomes a perfect
diamagnet; that is, it excludes magnetic field except near
the surface (Meisner effect). Magnetometry studies of C18-
capped Pb NPs with diameters ranging from 15 to 70 nm
have shown that only NPs larger than 45 nm exhibit a
Meisner effect.11 Therefore, films made of 20 nm Pb are
expected to exhibit magnetic flux exclusion only when
coupling between NPs is sufficiently strong and charge
becomes delocalized. They observed that films of 20 nm Pb
NPs with n ) 12 or 18 (s > 2.0 nm) exhibited no
diamagnetic response regardless of applied magnetic field
or temperature. This indicates weak inter-NP coupling and
insulating film behavior. However, films of 20 nm Pb NPs
with n ) 6 and 8 (s ≈ 1.1 and 1.5 nm, respectively) exhibited
diamagnetic responses below TC for bulk Pb (7.2 K). Films
with n ) 6 exhibited the strongest diamagnetic response
(Figure 33).

4.5. Non-Arrhenius Behavior
Several charge transport studies of NP assemblies in the

nonmetallic regime have reported deviations from Arrhenius
behavior. Observed g-T relationships in these systems can
be modeled as

g ≈ exp[-(T0

T )ν] (61)

where T0 is a constant and ν ranges from 0 to 1. ν ) 1 represents
the Arrhenius behavior. ν ) 1/2 has often been observed in
studies of NP assemblies6,131-133,139,141,164,166,185,296-298 and
traditional granular films.223,299-305 In this section, we review
models proposed to explain this fractional-ν behavior.

4.5.1. Variable-Range Hopping

A model for explaining fractional-ν behavior exhibited by
doped semiconductors was first proposed by Mott (Figure
34).306 According to this model, carrier charges are localized
on dopant sites, i, with energies Ei. Carriers can generate
current by acquiring energy thermally and hopping to another

site with energy gap ∆Eij ) Ej - Ei. Hopping to the nearest-
neighbor site is not always the most favorable process, since
there is a larger probability of finding sites at larger distances,
rij, that present lower ∆Eij. A countervailing consideration
is that it is more difficult to tunnel to sites at larger rij.
Optimization of these two processes leads to a fractional-ν
as follows.

Consider a system with a constant density of localized
states (F number of localized states per unit energy per unit
volume) near the Fermi level: F(E) ) F(EF). Note that
“volume” in general may vary with dimension: in 1D, it is
a length; in 2D, it is an area; etc. Suppose a charge hops
from an occupied state i (Ei < EF) to an empty state j (Ej >
EF) within a small band ∆W: Ej - Ei e ∆W. The
concentration of states (∆N, number of states per unit
volume) in the bandwidth ∆W is given by

∆N)F(EF)∆W (62)

Therefore, the average separation between sites i and j is

rij ≈ ∆N-1⁄D ) [F(EF)∆W]-1⁄D (63)

where D is the dimensionality of the system.

Figure 33. Plots of magnetic susceptibility at 400 G vs temperature
using various Pb NP films. The plots are mass-normalized to 1 mg
of sample. Reprinted with permission from ref 11 (Heath’s group).
Copyright 2000 American Chemical Society (http://dx.doi.org/
10.1021/jp000238+).

Figure 34. Schematic energy diagram for a doped semiconductor.
Short horizontal lines show localized states due to dopant sites.
Red arrows represent electrons. Black arrows show electron hopping
from an occupied site to an empty site. Dashed lines represent an
energy band of width ∆W around the Fermi level.
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The probability of tunneling from site i to j is Ptunnel ≈
exp(-2κrij), where κ is the tunneling decay constant. The
probability of acquiring an energy, ∆W, thermally is given
by the Boltzmann distribution, P∆W ≈ exp(-∆W/kBT). The
probability of hopping is then given by the product of these
two probabilities, since an electron at site i needs to absorb
energy ∆W and tunnel elastically to site j:

Phop )PtunnelP∆W ≈ e-2κrij e-∆W⁄kBT ≈ exp[-2κrij -

1

kBTF(EF)rij
D] (64)

Ptunnel decreases exponentially with rij, and P∆W increases with
rij. Maximizing Phop(rij) gives rise to an optimum hopping
distance, rhop,

dPhop(rij)

drij
) 0w rhop ≈ ( D

2κFkBT)ν
(65)

where ν ) 1/(D + 1). The conductivity given by the
optimized hopping probability then has a temperature
dependence of the form given by eq 61, where T0 ≈ κD/
kBF(EF). Equation 65 shows that rhop varies with temperature
and decreases as T-ν. Such a transport mechanism is known
as variable-range hopping (VRH). In nearest-neighbor hop-
ping (NNH), the hopping length, given by the distance
between nearest neighbors, does not vary with temperature,
and conductivity exhibits Arrhenius behavior. For bulk (3D)
doped semiconductors near MIT, the so-called “ν ) 1/4 law”
has been confirmed experimentally.307

In a system where Coulomb interactions are important,
Efros and Shklovskii (ES)308 showed that a ν ) 1/2 behavior
arises. They argued that, in the presence of Coulomb
interactions, the energy increase associated with electron
hopping from a filled site i (Ei < EF) to an empty site j (Ej

> EF) is

∆ij )Ej -Ei -
e2

4πεrij
> 0 (66)

where the last term is the Coulomb attraction of an
electron-hole pair located at sites j and i, ε is the permittivity
of the system, and ∆ij is the net energy change associated
with the charge transfer process. If the change were not
positive, it could occur spontaneously, and site j would not
be above the Fermi level, contrary to our assumptions. The
inequality ∆ij > 0 requires that the two sites i and j be
separated by a distance

rij >
e2

4πε∆Eij
(67)

where ∆Eij ) Ej - Ei. If both Ei and Ej are close to the
Fermi level, then ∆Eij is small, and rij is large. In other words,
the concentration of sites close to EF should be very low
and in particular has to vanish at the Fermi level. According
to eq 67, the concentration of sites within a bandwidth ∆W
cannot exceed ∆N ≈ rij

-3 ) (4πε)3∆W3/e6. The density of
states F(∆W) ) ∆N/∆W in the ES model is then bounded
by

F(∆W))R(4πε)3∆W2

e6
(68)

where R is a numerical coefficient. Therefore, F(∆W)
vanishes at least as ∼∆W2, when ∆W f 0.

The reduction of density of states near the Fermi level
results in a “soft” Coulomb gap, since the density of states
vanishes only at EF (Figure 35). The width of the Coulomb
gap (∆) can be estimated by setting F(∆) ) F0, where F0 is
the density of states without taking into account the Coulomb
interaction. A soft Coulomb gap has been observed in the
density of states of boron-doped silicon below MIT using
tunneling spectroscopy.309

We can use eq 68 and modify the Mott-VRH model to
determine the temperature dependence of conductivity.
Whereas in the Mott-VRH model, ∆N near the Fermi level
is proportional to ∆W (eq 62), in the ES-VRH model, the
presence of Coulomb interactions generates a corresponding
∆N given by

∆N)∫0

∆W F(E) dE)R(4πε)3

e6 ∫0

∆W
E2 dE)

R
3

(4πε)3

e6
∆W3 (69)

The average separation between sites rij (in 3D) is then equal
to

rij ) ( 3
4π∆N)1⁄3

) ( 9
4πR)1⁄3 e2

4πε∆W
(70)

Following the above derivation for Mott-VRH using eq 70
rather than eq 63, we finally obtain

g ≈ exp[-(T0
ES

T )1⁄2] (71)

where

T0
ES ) � e2

κ

4πεkB
(72)

and � is a numerical coefficient. Numerical calculations have
yielded � ) 2.8 for 3D systems.310 The optimum hopping
distance, rhop, and hopping energy gap, ∆Whop, are given by

rhop )
1
4κ

(T0
ES

T )1⁄2

(73)

∆Whop )
kB

2
(T0

EST)1⁄2 (74)

T0
ES can be obtained from fitting the ES-VRH model to

experimental data. Other parameters such as κ, rhop, and
∆Whop can then be calculated from T0

ES.
For the ES-VRH model to hold, a number of conditions

have to be satisfied.311 (i) Since the model assumes that the
probability of absorbing ∆Whop is given by the Boltzmann
distribution, ∆Whop > kBT. This corresponds to T0

ES > 4T.
(ii) There is also an upper limit on acceptable values of

Figure 35. Density of states vs energy for a doped semiconductor
exhibiting a soft Coulomb gap. The gap width is ∆.
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∆Whop. The ES model only applies when hopping occurs
between sites inside the soft Coulomb gap. In other words,
∆Whop should be smaller than ∆. Outside of the Coulomb
gap, the density of states is constant, and conductivity is
described by the Mott’s model. The critical temperature (TC)
for a transition from ES- to Mott-VRH is determined from
the condition ∆Whop ) ∆ and is given by TC ) 4∆2/kB

2T0.
(iii) The hopping distance, rhop, should be significantly larger
than the distances between neighboring sites, s. As rhopf s,
nearest-neighbor hopping dominates. The hopping distance
is then fixed and activated Arrhenius behavior will be
observed.

A number of studies of granular materials have observed
ν ) 1/2. However, the applicability of the ES-VRH model
to these systems has been debated in literature (for reviews,
see refs 311, 312, and 313). In granular materials, the
charging energies of grains can easily exceed kBT under
experimental conditions. Therefore, there is a “hard” Cou-
lomb gap (or Hubbard energy gap) at the Fermi level,making
the density of states at the Fermi level zero. The ES model,
however, yields a soft gap.310,314 Another problem is that
fit parameters using the model usually yield physically
unreasonable values. For example, the VRH model requires
that the hopping distance be sufficiently large to allow the
tunneling electrons to sample a reasonable number of grains
located at various distances. Because of the rapid decay of
wave functions in insulating media, tunneling over such large
distances is not realistic. Several experimental studies on NP
assemblies have reported hopping distances, rhop, and local-
ization lengths, � ) 1/κ, that are as large as hundreds of
nanometers, too large to be consistent with tunneling required
by hopping.133,164,166,185,296-298

4.5.2. Cotunneling

To allow for a long-ranged hopping process in granular
media, some recent studies have considered a possibility that
charges may bypass the Coulomb blockade barrier via
“cotunneling”.296,315-318 Cotunneling can be visualized as
two concurrent events:319 tunneling of an electron into a grain
and the simultaneous escape of another electron from the
same grain (Figure 36). There are two distinct cotunneling
mechanisms: elastic and inelastic. Energies of entering and
exiting electrons are the same in the former and different in
the latter. Beloborodov et al.318 have shown that the
probability of elastic cotunneling can be expressed as Pelastic

≈ exp(-2r/�elastic) where r is the hopping distance and �elastic

is a localization length and is given by �elastic ≈ 2L/ln(ECπ/
gδ). Here L is the grain size, g is the intergrain conductance,

and δ is the energy level spacing of the grain. Following
the derivation for the ES model, they obtained a ν ) 1/2
T-dependence with T0 ≈ e2/εk�elastic. They have found
somewhat more complex expression for the probability of
inelastic cotunneling. It, however, leads to a similar result,
namely, T0 ≈ e2/εk�inelastic(T), with the localization length
�inelastic(T) being weakly T-dependent: �inelastic(T) ≈ 2L/ln(EC

2/
16πgT2). These mechanisms have yet to be explored ex-
perimentally.296

4.5.3. Quasi-Localized Hopping

Dunford et al.164 observed ν ) 1/2 behavior near the
percolation MIT in multilayer films of 1,4-butanedithiolate-
linked Au NPs and proposed a different, so-called quasi-
localized hopping (QLH) model to account for their obser-
vations. Hopping distances, rhop, and localization lengths, �
) 1/κ, obtained by fitting the ES model to data (taking εr )
2.34) were remarkably large, on the order of ∼102 nm and
∼103 nm, respectively. Empirically, rhop and � seemed to
correlate well with estimated sizes of clusters of linked NPs
rather than tunneling distances. Also, rhop and � exhibit an
increasing trend as films approach the MIT. NP clusters also
are expected to exhibit a growing trend as more NPs are
added to the film, until, at the percolation threshold, the
clusters form sample-spanning pathways. In contrast, in a
model involving localized hopping sites, one would expect
that hopping distances should decrease closer to MIT because
of the increase of the density of sites.

Electrons in clusters are “quasilocalized”; that is, they must
overcome a barrier to leave the cluster but are itinerant within
the cluster. Dunford et al.164 used a QLH model to derive a
ν ) 1/2 law in analogy with the ES-VRH model. They
proposed that charge flows by optimizing two competing
mechanisms: one involving a cluster-charging energy barrier
that scales as ∼1/L, where L is the cluster size, and another
involving conductance that drops exponentially with L.
Cluster-charging energy is expected to be given by EC ≈
e2/4πεL. They considered electron scattering, likely arising
from defects or NP surfaces within clusters, as a potential
source of the exponential dependence on L (Figure 37). If
the transmission probability at a scattering site is Γ (<1),
and if there are n scattering sites per unit length, then the
transmission probability through a cluster is ΓnL ) exp(-2L/

Figure 36. Schematic energy diagram for cotunneling processes:
(a) elastic cotunneling, entering and exiting electrons have the same
energy; (b) inelastic cotunneling, the entering and exiting electrons
have different energies. During the inelastic cotunneling, an
electron-hole excitation is generated in the grain. Reprinted with
permission from ref 317 (Beloborodov’s group). Copyright 2007
American Physical Society (http://dx.doi.org/10.1103/Phys-
RevB.75.052302).

Figure 37. Illustration of a typical process in the QLH model. An
electron can absorb energy ∼kBT and tunnel a distance L0 to a
neighboring cluster with charging energy EC,3. As the electron
traverses a quasi-1D path along the L coordinate, it has a
transmission probability, Γ, at each scattering site. Both EC and
total transmission, tn ) ΓnL, decrease with increasing cluster size.
Reprinted with permission from ref 164 (Dhirani’s group). Copy-
right 2005 American Physical Society (http://dx.doi.org/10.1103/
PhysRevB.72.075441).
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�QLH), where �QLH ) 2/[nln(1/Γ)]. Taking g ≈ exp(-2L/�QLH

- e2/4πεLkBT) and optimizing with respect to L generates a
ν ) 1/2 T-dependence with T0 ) 2e2/πεkB�QLH. Dunford et
al.165 confirmed the importance of scattering from NP
surfaces within clusters in a further study focusing on the
magneto-conductance of these films.

4.5.4. NP Assemblies as Networks of Random
Resistances

Another approach to explain observed ν ) 1/2 models NP
films as networks of random resistances.307,310,320-323 Each
pair of NPs (i,j) is viewed as being equivalent to a resistance

Rij )R0 e2κsij eEij⁄kBT (75)

where sij is the inter-NP separation and Eij is an activation
energy. Disorder-driven variations in sij and Eij can cause
large (orders of magnitude) variations in Rij. The resistance
of the resulting network can be estimated using a path of
least resistance bridging the network. Such a path can be
found by the following procedure.

Choose a value of resistance, R, and consider any two NPs
as connected if Rij e R. Otherwise, consider the NPs as
disconnected, and set Rij f ∞. The fraction of connected
NPs in the network is denoted by p. If R is very small, then
only a small fraction of NPs are connected. So, as R f 0, p
f 0. As R is increased, p increases. As R f ∞, all NPs
become connected and p f 1. There is a critical resistance,
Rc, for which the connected NPs form a continuous pathway
of least resistance spanning the network. The resistance of
this path can be approximated by the highest Rij. The fraction
of connected NPs at Rc corresponds to the percolation
threshold of the network, pc. The percolation threshold is a
characteristic of the network and only depends on its
geometry (e.g., dimensionality, coordination number). To find
Rc, one needs to know the distribution of Rij in the network.
Denoting this distribution by f(Rij), Rc can be determined
from the equation

∫0

Rc f(Rij) dRij ) pc (76)

Müller et al.150,151 have shown that, by choosing square
distribution functions for 2κsij ≡ λij and Eij/kBT ≡ εij (fλ and
fε, respectively), a ν ) 1/2 law can be obtained that fits
experimental data. They chose

fλ(λij)) { 1
∆λ

for λM - ∆λ
2
e λije λM + ∆λ

2
0 otherwise

(77)

and

fε(εij)) { 1
∆ε

for εM - ∆ε
2
e εije εM + ∆ε

2
0 otherwise

(78)

where λM ) 2κsΜ and εM ) EM/kBT are mean values, and
∆λ and ∆ε are widths of the fλ and fε distributions,
respectively. f(Rij) is then obtained by

f(Rij)) (1- pv)∫0

∞ ∫0

∞
fλ(λij)fε(εij)δ(λij + εij -

ln
Rij

R0
) dλij dεij (79)

where pv is the fraction of voids. By solving eq 76 for Rc

and assuming that the fλ and fε are wide distributions, i.e.,

∆E ) 2EM and ∆s ) 2sM, they found Rc ≈ exp[(T0/T)1/2],
where T0 ) 16pcκsMEM/(1 - pv)kB. For narrow distributions,
they obtained an Arrhenius behavior: Rc ≈ exp[2κsΜ + pcEM/
(1 - pv)kBT]. Figure 38 shows fits of the model to g vs 1/T
data for films of 4 nm Au NPs cross-linked by 1,2-
ethanedithiol or 1,8-octanedithiol. Films were prepared by
filtering solutions of cross-linked NP aggregates through
porous membranes.

5. Electrochemical Properties
In this section, we review studies involving electrochemi-

cal methods for exploring electron transport through NP
assemblies. We describe quantized charging of NPs in
solution and in solid phases as well as redox processes probed
using NP-modified electrodes.

5.1. Quantized Charging of NPs in Solutions
5.1.1. Quantized Double-Layer Charging

Murray and co-workers261,262 were the first to show that
solutions of Au NPs can exhibit quantized electrochemical
charging behavior. They used 0.1 mM solutions of highly
monodisperse hexanethiolate-capped 1.6 nm Au NPs in 2:1
toluene/acetonitrile with 0.05 M tetrahexylammonium per-
chlorate. They studied electrochemical response of the NPs
by cyclic voltammetry (CV) and differential pulsed volta-
mmetry (DPV) using a Pt microelectrode and an Ag wire
reference electrode. CV and DPV scans of NP solutions
exhibited several (up to 10) regularly spaced current peaks
at room temperature (Figure 39). Later, Quinn et al.324

prepared solutions of 1.6 nm Au NPs with improved size
dispersity and resolved 15 regularly spaced DPV peaks at
room temperature (Figure 40, upper curve).

The peaks in the electrochemical data can be rationalized
by quantized double-layer (QDL) charging of NPs in solution
near the electrode surface.82 Generally, application of a
potential in the electrolyte solution is accompanied by
formation of an ionic double layer.77,325-327 Given that NPs

Figure 38. Calculated and measured values of conductance versus
1/T for two films of 4 nm Au NPs cross-linked by 1,2-ethanedithiol
or 1,8-octanedithiol. Reprinted with permission from ref 150
(Müller’s group). Copyright 2002 American Physical Society (http://
dx.doi.org/10.1103/PhysRevB.66.075417).
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possess a capacitance, C, NP charging occurs at potential
intervals, ∆V ) e/C. If C is sufficiently small, then the
charging energy exceeds kBT, and single electron charging
can be observed. Observation of QDL charging also requires
that the NPs be fairly monodisperse in terms of both size
and composition since polydispersity gives rise to a range
of NP capacitances that smears out QDL charging peaks.328

Chen et al.329 have developed a theoretical model to
explain QDL charging. In their model, the potential of an
NP with charge state z in solution is expressed by

ENPz )EPZC +
ze
C

(80)

where EPZC is the potential of zero charge of the NP (i.e., z
) 0). They argued that a mixture of NPs with charges z and
z - 1 can be regarded as a “redox couple” with a formal
potential:

Ez,z-1
o )EPZC +

(z- 1 ⁄ 2)e
C

(81)

The basis of this analogy is that NPs can be viewed as
multivalent redox species that exhibit equally spaced formal
potentials,

∆Eo) e
C

(82)

assuming that C is independent of the NP charge state, z.70

Continuing the analogy with redox molecular species, the
potential of an NP redox couple follows the Nernst equation,

E)Ez,z-1
o + RT

F
ln

[NPz]

[NPz-1]
(83)

where [NPz] and [NPz-1], respectively, represent concentra-
tions of reduced and oxidized states of the NP charge state
couple, and R and F are the gas constant and Faraday
constant, respectively.

Murray and co-workers123,330 have exploited the Nernstian
behavior of the NPs to control the charge states of NPs in a
solution by applying an electrochemical potential to the
solution or by employing chemical redox reactions. Pietron
et al.330 have shown that solutions of hexanethiolate-capped
1.6 nm Au NPs in a toluene/acetonitrile solvent containing
a supporting electrolyte can be electrochemically charged
to controllable potentials. For example, using a Pt mesh
electrode and an Ag/AgCl reference electrode, they applied
a potential of 0.91 V to a stirred solution of NPs for a few
hours. Then, after transferring the solution to a separate cell,
they measured the potential of the solution and observed a
potential of 0.69 V corresponding to a charge state of z )
+3.6 e/NP. The NP charge state was tunable by controlling
the applied potential. Resulting charged NPs were stable in
solution for hours, could be isolated in dried form, and
retained most of their charge upon redissolution. In another
study, Wuelfing et al.123 prepared solutions of charged NPs
using a chemical redox reaction. They used CH2Cl2 solutions
of hexanethiolate-capped 1.6 nm Au NPs, mixed them with
an aqueous solution containing an oxidant Ce(SO4)2 for
various periods of times, and then separated the reaction
phases. The reaction time determined the potential of the
resulting NP solutions. Again, the charged NPs retained most
of their charge upon isolation and redissolution.

Although most studies of electrochemically charged NPs
have involved the use of Au NPs, QDL charging has also
been observed using NPs made of other metals such as Ag,331

Pd,332,333 Cu,334 and Rh.335 Reports of QDL using semi-
conducting NPs (i.e., QDs) remain scarce. Ding et al.336 have
observed QDL charging using ∼1.74, ∼2.77, and ∼2.96 nm
Si QDs in N,N′-dimethylformamide and acetonitrile. Obser-
vation of QDL charging in solutions of QDs is challenging
since they are typically chemically unstable upon electron
transfer. For example, charge transfer in PbS337 or CdS338

QDs leads to multiple electron-transfer reactions and chemi-
cal decomposition.339

A number of studies have investigated influences of
capping ligands (e.g., ligand thickness340 or chemical struc-
ture341), solvent/electrolyte,342 and temperature343 on QDL
charging of NPs. Hicks et al.340 have used CH3(CH2)n-1S-
capped Au NPs to study the dependence of capacitance on
monolayer thickness (n ) 4-16). Their results (see Table
3) show that the NP capacitance can be modeled as the
capacitance of two concentric conducting spheres separated
by a dielectric (alkanethiolate monolayer) of thickness s and
dielectric constant εr (see Figure 20b):

C) 4πε0εr
R(R+ s)

s
(84)

There are a number of approximations in this simple
model,344 including that the length of fully extended ligand

Figure 39. CV (thick line, 100 mV/s) and DPV (thin line, 20 mV/
s, 25 mV pulse) obtained using 0.1 mM hexanethiolate-capped 1.6
nm Au NPs in 2:1 toluene/acetonitrile/0.05 M Hx4NClO4 at 298
K. A 7.9 × 10-3 cm2 Pt electrode and Ag wire quasi-reference
electrode were used. Current peaks are indicated by *, and top and
bottom curves are negative and positive scans, respectively.
Reprinted with permission from ref 261 (Murray’s group). Copy-
right 1997 American Chemical Society (http://dx.doi.org/10.1021/
ja972319y).

Figure 40. DPV scans of NP solutions measured using a Pt
microelectrode. The upper curve, obtained using hexanethiolate-
capped 1.6 nm Au NPs, exhibits 15 QDL peaks; and the lower,
obtained using hexanethiolate-capped 1.1 nm Au NPs, exhibits a
HOMO-LUMO gap. Reprinted with permission from ref 324
(Quinn’s group). Copyright 2003 American Chemical Society
(http://dx.doi.org/10.1021/ja0349305).
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chains determines the thickness, s, and that the electrolyte
solution is a good conductor. Guo et al.341 have studied
effects of substituents, “X”, on capping ligands. They
measured formal potentials of 1.1 nm Au NPs capped with
arylthiolates (p-HSCH2CH2C6H4X) and found that, as the
electron affinity of X was changed from electron-donating
(OCH3) to electron-withdrawing (NO2), the formal potentials
of NPs shifted to more positive values by as much as 450
mV. The substituents have a similar effect on redox potentials
of molecular species.

5.1.2. Molecule-Like Charging

In addition to QDL charging that arises from the small
capacitances of NPs, sufficiently small NPs can also exhibit
molecule-like charging due to discrete electronic energy
levels. Figure 40 (lower curve) shows DPV scan of 1.1 nm
Au NPs324,345,346 exhibiting a large gap between the first
oxidation and reduction peaks around EZPC. The size of the
gap, as shown by Chen et al.,262 increases as NP size
decreases and is detectable for NPs smaller than ∼1.5 nm.
This central gap is, therefore, attributed to an energy
difference between the highest occupied (HOMOs) and
lowest unoccupied (LUMOs) molecular orbitals of small NPs
and highlights their large energy level spacings.

To investigate the origin of the gap, Murray and co-
workers345 studied electrochemical and optical properties of
phenylethylthiolate-capped 1.1 nm Au NPs in CH2Cl2

(initially the authors assigned the NPs as Au38(S(CH2)2Ph)24,
later revised to Au25(S(CH2)2Ph)18).347 Figure 41a shows a
DPV scan of the NPs obtained at room temperature. The
scan exhibits a central gap of ∆Eox1-red1

o ≈ 1.62 V and a
spacing between the first and second oxidation peaks of
∆Eox2-ox1

o ≈ 0.29 V. The central energy gap is given by the
HOMO-LUMO energy gap plus the energy required to
charge the NP. Estimating the NP charging energy using
∆Eox2-ox1

o , one obtains a HOMO-LUMO energy gap of
e∆Eox1-red1

o - e∆Eox2-ox1
o ≈ 1.33 eV. The HOMO-LUMO

gap can be independently determined by optical absorbance
spectroscopy. UV/vis spectra of the NPs (see Figure 41b)
exhibitanabsorbanceedgecorrespondingtoaHOMO-LUMO
gap of 1.33 eV, in excellent agreement with the preceding
estimate. On the basis of their observations, they proposed
an energy level structure for the phenylethylthiolate-capped
1.1 nm Au NPs.345

5.2. Quantized Charging in NP Assemblies on
Solid Substrates

Quantized electrochemical charging can also be observed
in immobilized mono-348-355 or multilayer168,170,356-359

assemblies of NPs on solid substrates. Chen349 measured CV
and DPV scans of a gold electrode modified with a self-
assembled monolayer of 1.6 nm Au NPs (Figure 42). The
author prepared films by exposing hexanethiolate-capped NPs
to 1,6-hexanedithiol, partially displacing the original capping
groups. The NPs were subsequently anchored to the electrode
surface via the hexanedithiol linkers. CV and DPV curves
(Figure 42 parts a and b) exhibited regularly spaced current
peaks similar to those exhibited by NPs in solution. Figure
42c shows a plot of NP formal potentials, obtained from DPV
data, versus NP charge states (z), confirming a linear
dependence (see eq 81). From the slope and the intercept,
one can estimate the NP capacitance (C ) 0.75 aF) and the
potential of zero charge (EPZC ) -0.22 V). These estimates
are in good agreement with those for NPs in solution: C )
0.59 aF and EPZC ) -0.2 V.348 NP monolayers usually
exhibit smaller voltammogram peaks than NPs in solutions,
because fewer NPs are electrochemically charged in a
monolayer than than in solution.348 Yang et al.354 have
prepared Langmuir monolayers of hexanethiolate-capped 2
nm Au NPs and studied their voltammetric responses at an
air-water interface using butanethiolate-coated IDA elec-
trodes. They observed current peaks with a spacing of ∼150

Table 3. NP Capacitance, C, As a Function of Monolayer Chain
Length (Reprinted with Permission from Ref 340 (Murray’s
Group); Copyright 1999 American Chemical Society (http://
dx.doi.org/10.1021/ac990432w))

chain length (R, s, nm)a Ccalc, aFb Cexpt, aFa ratio (Cexpt/Ccalc)

In 2:1 Toluene/CH3CN
C4S (0.8, 0.52) 0.69 0.59 0.9
C6S (0.8, 0.77) 0.53 0.57 1.1
C6S (1.0, 0.77) 0.77 0.72 1.1
C8S (0.7, 1.02) 0.40 0.52 1.3
C10S (0.8, 1.27) 0.44 0.47 1.1
C12S (0.8, 1.52) 0.39 0.40 1.0
C16S (0.8, 2.52) 0.36 0.39 1.1

In CH2Cl2

C6S (0.8, 0.77) 0.53 0.57 1.1
C6S (1.0, 0.77) 0.77 0.70 1.1
C8S (0.7, 1.02) 0.40 0.55 1.4
C10S (0.8, 1.27) 0.44 0.53 1.2

a For details, see ref 340. b Calculated from eq 84.

Figure 41. (a) DPV scan (at 0.02 V/s) of phenylethylthiolate-
capped 1.1 nm Au NPs. Spectra were obtained using 0.1 M
Bu4NPF6 and degassed CH2Cl2 at 25 °C. A 0.4-mm-diameter Pt
working, Ag wire quasi-reference and Pt wire counterelectrode were
used. An arrow indicates the solution rest potential, and * indicates
a feature due to remnant O2. (b) UV/vis spectra of Au0 (black line),
Au1+ (red line), and Au2+ (green line) NPs in degassed CH2Cl2
solution at 25 °C. The three spectra are of the same solution; the
1+ and 2+ charge states were generated by electrolysis in a
spectroelectrochemical cell. Reprinted with permission from ref 345
(Murray’s group). Copyright 2004 American Chemical Society
(http://dx.doi.org/10.1021/ja049605b).
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mV in a potential range between -0.7 and +0.7 V. In
solution, the NPs exhibited a peak spacing of ∼270 mV.
Yang et al. attributed the smaller peak spacing exhibited by
monolayers to an increase in NP capacitances generated by
ligand intercalation and NP coupling.

Murray and co-workers168,170,358 studied the QDL charging
of multilayer NP films. The films comprised multilayers of
1.6nmAuNPsself-assembledviacarboxylate-ion-carboxylate
linkages (see Figure 6) onto gold substrates. When used as
electrodes in a CH2Cl2 solution containing a supporting
electrolyte, the multilayers exhibited CV and DPV responses
with QDL peaks. Figure 43 shows cyclic voltammograms
of multilayer films with varying thicknesses.170 The peak
currents increase with the number of the NPs that can be
electrochemically charged on the surface. QDL charging
requires that electrolyte ions move toward or away from the
NPs to balance the charge on the NP and maintain local
electroneutrality within the film. Observation of QDL events
thus implies that charge and ion-transfer processes are
feasible through these films.357 Chen and co-
workers350,351,353,356,359 have studied the influence of elec-
trolyte ions on QDL charging of immobilized NPs on
electrode surfaces in aqueous media. They have found that
the QDL charging could be rectified by certain hydrophobic
ions (e.g., PF6-, ClO4-, BF4-). That is, when E > EPZC,
currents exhibited a series of voltammetric peaks, but when
E < EPZC, the currents were suppressed (Figure 44). They
attributed this rectificating behavior to binding of hydropho-
bic anions to positively charged NPs at E > EPZC. For E <
EPZC, such ion binding is not favored, and only featureless
charging of the electrode double layer is observed.

QDL charging offers a means to obtain electron transfer
(ET) rates in NP assemblies using common electrochemical
methods. ET-limited currents in such measurements are
proportional to electron diffusion coefficients, DE, in the NP
assemblies, which in turn are related to electron hopping rates
between NPs, kHOP. Using a cubic lattice model and assuming
only nearest-neighbor hopping (NNH), DE ) kHOPδ2/6 where
δ is the NP center-center core separation and represents an
effective electron hopping length.170 Using films of 1.6 nm
Au NPs tethered via carboxylate-Zn2+-carboxylate linkage
and potential step chronoamperometry, Hicks et al.170 found
kHOP ≈ 106 s-1. They also found no significant variation of
kHOP with NP charge state or film coverage. This kHOP is
comparable with ET rates between Au electrodes and
ferrocene units with intervening alkane chains; for example,
the rate constant is ∼106 s-1 using a five-methylene chain.239

Kim and Lee355 have studied ET rates through Langmuir
monolayers of 1.1 nm Au NPs linked with HS(CH2)nSH (n

) 5, 6, 8, 9). They observed that kHOP decreased exponen-
tially (from 5.0 × 105 to 2.2 × 104 s-1) with increasing
inter-NP distance (from 9.5 to 13.3 Å) with a decay constant
of 0.82 Å-1. The value of the decay constant is consistent
with an underlying tunneling mechanism for electron trans-
port through NP films.

QDL charging has enabled studies of the role of NP charge
state on electron transport through NP assemblies. Films of
NPs with mixed charge states (or mixed-Valent NPs) can be

Figure 42. (a) CV and (b) DPV scans of a monolayer of hexanethiolate-capped Au NPs self-assembled on a Au electrode surface. The
modified electrode was immersed in CH2Cl2 containing 0.1 M tetra-n-butylammonium perchlorate. CV scans were measured at sweep rates
of 100, 200, 400, 600, 902, 1505, and 2000 mV/s. During DPV, the DC potential sweep rate was 10 mV/s and the pulse amplitude 50 mV.
(c) Plot of formal potentials vs NP charge state. Data were obtained from DPV measurements. Reprinted with permission from ref 349
(Chen’s group). Copyright 2000 American Chemical Society (http://dx.doi.org/10.1021/jp993524y).

Figure 43. CV scans obtained using electrodes modified with (a)
a mercaptoundecanoic acid monolayer (1) and subsequently exposed
to an NP solution once yielding a ∼single monolayer film with a
coverage of 3 × 10-11 mol/cm2 (2), twice yielding an ∼8-
monolayer-thick film with a coverage of 1.6 × 10-10 mol/cm2 (3),
(b) three times yielding an ∼16-monolayer-thick film with a
coverage of 3.1 × 10-10 mol/cm2 (4), four times yielding an ∼31-
monolayer-thick film with a coverage of 6.2 × 10-10 mol/cm2 (5),
and five times yielding an ∼55-monolayer-thick film with a
coverage of 1.1 × 10-9 mol/cm2 (6). Carboxylate-ion-carboxylate
linkages facilitated NP self-assembly onto the surfaces. Coverage
was estimated using the charge under the 2+/1+ peak, above the
continuum background. Arrows indicate one, two, and three electron
charging events with respect to the NP2+ charge state. Scans were
obtained using 50 mV/s scan rate, 0.1 M Bu4NPF6 electrolyte in
CH2Cl2, Ag/AgNO3 reference, 0.02 cm2 working electrode, and a
Pt counter electrode. Reprinted with permission from ref 170
(Murray’s group). Copyright 2001 American Chemical Society
(http://dx.doi.org/10.1021/ja0106826).
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regarded as electron- or hole-doped NP assemblies and can
be prepared as described in section 5.1.1. Studies of mixed-
valent NP films123,360,361 have shown that film conductivities
depend on the NP charge state composition. Figure 45
displays conductivities of monolayer-capped Au NP films
with various fractions of NP0 and NP1+. Films were prepared
using either phenylethylthiolate-capped 1.1 nm NPs or
hexanethiolate-capped 1.6 nm NPs. Film conductivities
exhibit minima when they were composed of mostly NP0

or NP1+, and maxima at 1:1 composition of NP0/NP1+.
Murray and co-workers123,360 have proposed a bimolecular
rate law to describe the conductivities of such mixed-valent
NP films,

NP0 +NP1+98
kEX

NP1++NP0 (85)

where kEX is the rate constant for the bimolecular exchange
reaction (M-1s-1). The rate of the exchange reaction is

proportional to [NP0][NP1+] and is the largest when the
concentrations are equal (i.e., 1:1 mixed-valency). They have
calculated kEX from film conductivities, σ, assuming a cubic
lattice model of film structure:

kEX ) 6RTσ
10-3F2δ2[NP0][NP1+]

(86)

kEX for films of mixed-valent hexanethiolate-capped 1.6 nm
and phenylethylthiolate-capped 1.1 nm Au NPs were,
respectively, ∼3 × 109 and ∼2 × 106 M-1s-1, and
corresponding activation energies were ∼70 and ∼210 meV,
respectively. The ET rate between hexanethiolate-capped 1.6
nm Au1+/0 NPs was ∼3 orders of magnitude larger than that
between phenylethylthiolate-capped 1.1 nm Au1+/0 NPs. The
difference could be attributed to differences in activation
energies, NP ligand shell (thickness, molecular structure),
and NP density of states.

5.3. NP-Modified Electrodes for Probing Redox
Activity

Understanding structure-properties relationships of NP-
modified electrodes is a key step in their effective application
in electrochemistry. Electrochemical processes at the electrode/
solution interface involve movement of ions from the solution
to the interface and transfer of electrons from redox-active
centers to the electrode. Important considerations are how
kinetics of these processes, electrochemical activity, and
sensitivity vary with assembly components and architecture.
Studies using microarray electrodes362 have shown that
electrochemical properties of electrodes depend on the
fraction of active electrode area. Therefore, NP-modified
electrodes are expected to exhibit electrochemical responses
(e.g., peak height, width, or separation in cyclic voltammo-
grams) that depend on NP size, interparticle spacing, and
packing density.363 Molecular components of NP assemblies
can introduce barriers for electron tunneling through NP-NP
or NP-electrode junctions and influence the rate of ET.
Assembly architecture is also critical: a degree of randomness
inherent in assembly process leads to defects, disorder, and
percolation effects that can strongly influence electrochemical
activity.

Studies exploring electrochemical characteristics of NP-
modified electrodes have typically adopted two approaches
to prepare the electrodes: (i) constructing NP assemblies
comprising electro-inactiVe monolayers on the electrode to
probe redox-active species in solution phase and (ii) incor-
porating the redox-active units in the molecular components
of the NP assemblies. Next, we review the results achieved
using these approaches.

5.3.1. Electrodes Modified with Redox-Inactive NP
Assemblies

Figure 46, reported by Zhong et al.,364 shows CV curves
obtained using a bare Au electrode (curve a), a 1,9-
nonanedithiol SAM-coated Au electrode (curve b), and a 1,9-
nonanedithiol/NP modified Au electrode (curves c and d).
All measurements were performed with the electrodes
immersed in a 1 mM Fe(CN)6

4-/1 M KCl electrolyte. The
CV curve of the bare gold electrode exhibits reversible
peaks corresponding to oxidation and reduction of the
Fe(CN)6

4-/3- redox couple. The CV response of the SAM-
coated electrode is significantly suppressed. CV scans of a
1,9-nonanedithiol-coated Au electrode immersed in a solution

Figure 44. CV scans obtained using a Au electrode modified with
a monolayer of hexanethiolate-capped 2 nm Au NPs. The electrode
was immersed in aqueous NH4PF6 solutions of various concentra-
tions. Also shown is a CV of the same bare electrode in 0.1 M
NH4PF6. Electrode area is 1.1 mm2. Sweep rate is 100 mV/s.
Reprinted with permission from ref 350 (Chen’s group). Copyright
2000 American Chemical Society (http://dx.doi.org/10.1021/
ja0016093).

Figure 45. Effect of the NP charge state composition on film
conductivities: (a) mixed-valent hexanethiolate-capped 1.1 nm Au
NPs; (b) mixed-valent phenylethylthiolate-capped 1.6 nm Au NPs.
Estimated error bars are (10%. Red dotted curves are conductivity
values simulated using a bimolecular reaction with rate constants
1.5 × 106 M-1 s-1 for 1.1 nm and 4.3 × 109 M-1 s-1 for 1.6 nm
NPs. Reprinted with permission from ref 360 (Murray’s group).
Copyright 2006 American Chemical Society (http://dx.doi.org/
10.1021/ja062736n).
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of decanethiolate-capped 5 nm Au NPs for 10 (curve c) and
20 h (curve d) exhibit partially restored electrochemical
activity.

A SAM-coated electrode can mediate redox reactions in
two ways:365 (i) redox can occur at the SAM/solution
interface with electron transfer through the SAM and (ii)
the electroactive species can penetrate through defects or
pinholes in the SAM and redox can occur at the electrode
surface. Studies of alkanethiolate SAMs on gold electrodes
have shown that long carbon chain alkanethiols (n g 6)
produce excellent SAMs with effective barriers for ET and
ion penetration. On the other hand, electrodes coated with
shorter-chain alkanethiolates exhibit partially blocked re-
sponses that can be attributed to a combination of defects
and small ET barriers.365 Several studies have observed
restorated electrode activity after depositing NPs on
alkanedithiols.22,94,152,155,363,364,366-374 This indicates that
redox can occur at NP surfaces and that NPs can act as
“electron relays” between the electrolyte solution and the
underlying electrode.366 The NP-modified electrodes (Figure
46, curves c and d) exhibit a larger separation of oxidation
and reduction waves, ∆Ep, than bare electrodes. ∆Ep provides
a measure of reversibility of the redox reaction at the
electrode/solution interface. Reversibility requires that het-
erogeneous ET between redox species and the electrode be
sufficiently fast to allow the redox species to equilibrate
during the scan time. Hence, reversibility depends on the
relative values of the heterogeneous ET rate and the scan
rate, V.375,376 For a reversible redox reaction, ∆Ep ) 59/n
mV, where n is the number of electrons involved in the
reaction.375 If kinetics of heterogeneous ET is slow, then
the process is said to be quasi-reVersible. In this case, ∆Ep

> 59/n mV and increases with V.375 The large ∆Ep observed
in Figure 46 indicates quasi-reversible ET.

Addition of more NPs to the NP-modified electrode leads
to additional improvement in electrochemical response of
the electrode and increased reversibility.155,363,368-370 Lu et
al.370 have studied CV responses of Au electrodes modified
with multilayer films of 12 nm Au NP linked by 1,6-

hexanedithiolate. Figure 47 shows CV scans of the NP-
modified electrodes with various numbers of NP layers (1,
3, 5, and 7) in 5 mM Fe(CN)6

3-/0.1 M Na2SO4 at V ) 50
mV/s. As the number of layers increases, redox peak currents
increase and ∆Ep decreases from 250 mV to 75 mV. These
results can be explained by viewing the NP film as an array
of “nanoelectrodes”. The active area of the nanoelectrode
array is determined by the number (or loading density) of
the NPs due to the porous nature of such films. Increasing
nanoelectrode loading gives rise to a larger electrode area
and results in higher redox peak currents.92,94,363,369,370,377

The ability of NPs to modify an electrode’s redox activity
through surface area has been corroborated by a number of
studies that have investigated the influence of NP size on
electrochemical response.363,368,378-380 These studies involve
enlarging NPs already bound to a substrate. For example,
Musick et al.368 have prepared an Au NP film by immersing
an aminosilane-funtionalized glass substrate into an aqueous
solution of 12 nm Au NPs. To increase the size of the
surface-bound NPs, they immersed the film into an aqueous
solution of 0.4 mM NH2OH and added a 1% solution of
HAuCl4. AFM images of the resulting film showed an
increase in NP size and a decrease in inter-NP separation as
a function of immersion time. Figure 48 shows CV using
Ru(NH3)6

3+ and the NP-modified electrode after immersion
in the Au3+/NH2OH solution for various times (7.5-20 min).
As the immersion time increased, peak currents increased
5-fold, and ∆Ep decreased from 150 to <90 mV. An inset
in Figure 48 shows that current peaks are proportional to
V1/2, which is expected for a planar electrode and linear ion
diffusion characteristics.375 These results demonstrate an
ability of NPs to fine-tune electrochemical properties of
nanoelectrode arrays.

To gain further insight into kinetics of ET and ion diffusion
at the interface of NP-modified electrodes, several groups
have exploited electrochemical impedance spectroscopy
(EIS).92-94,363,370,377,380 In EIS, a small AC potential is
applied to an electrochemical cell: V ) V0 eiωt, where V0 is
the modulation amplitude, i ) �-1, ω is the modulation
frequency, and t is time. The resulting modulated current
through the cell, I ) I0 ei(ωt+φ), and its phase angle, φ, are
measured as a function of ω. The ratio V/I is the complex
impedance Z ) |Z| eiφ, where |Z| ) V0/I0. For example, for
a circuit composed of a resistance (R) and a capacitance (C)
in series, one can show that Z ) R - i/ωC, tan(φ) ) -1/

Figure 46. CV scans of Fe(CN)6
4-/3- redox probe at (a) a bare

gold electrode, (b) a 1,9-nonanedithiol SAM-coated electrode, and
a 1,9-nonanedithiol SAM-coated electrode immersed in a solution
of decanethiolate-capped 5 nm Au NP for (c) 10 and (d) 24 h.
Electrode substrate ) Au/glass; geometric area ) 0.34 cm2;
electrolyte ) 1 mM Fe(CN)6

4-/3-/1 M KCl; and scan rate ) 50
mV/s. Reprinted with permission from ref 364 (Zhong’s group).
Copyright 1999 Elsevier (http://dx.doi.org/10.1016/S1388-
2481(99)00008-9).

Figure 47. CV scans of 12 nm Au NP modified electrodes in 5
mM Fe(CN)6

3-/0.1 M Na2SO4 obtained at a scan rate of 50 mV/s.
Numbers of Au NP layers are indicated on graph. Reprinted with
permission from ref 370 (Li’s group). Copyright 2002 Elsevier
(http://dx.doi.org/10.1006/jcis.2002.8238).
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ωRC, and |Z| ) [R2 + 1/(ωC)2]1/2. Figure 49 shows a simple
circuit that can be used to model an electrochemical cell.
The circuit consists of an electrolyte solution resistance, RS,
in series with a parallel combination of a double-layer
capacitor, CDL, and a Faradaic impedance, ZF. ZF in turn
consists of two components: an ET resistance, RET, and a
mass-transfer impedance (known as Warburg impedance, ZW)
resulting from the diffusion of ions from the bulk electrolyte
to the electrode interface. ZW varies with frequency as
ω-1/2,

ZW ) σWω-1⁄2 - iσWω-1⁄2 (87)

where σW is Warburg’s coefficient and depends on diffusion
coefficients of redox species in the electrolye.375 RS and ZW

represent properties of the bulk electrolyte solution and are
not significantly affected by chemical modifications of the
electrode. CDL and RET, on the other hand, depend on the
dielectric and kinetics characteristics at the electrode/
electrolyte interface and are influenced by such modifications.

Figure 50 shows an EIS curve of the circuit in Figure 49,
presented as a Nyquist plot showing real, ZRe, versus
imaginary, ZIm, components of Z. The plot exhibits a
semicircle at high ω and a straight line at low ω. The
semicircle reflects an ET-controlled process, shown as
follows. At very high frequencies (ω f ∞), ZW becomes
negligible compared with RET, and the impedance of the
circuit is given by

Z)RS +
1

(RET)-1 + iωCDL

(88)

The real and imaginary components of Z are then

ZRe )RS +
RET

1+ (ωCDLRET)2
(89)

ZIm )-
ωCDLRET

2

1+ (ωCDLRET)2
(90)

Elimination of ω from eqs 89 and 90 yields

(ZRe -RS -
RET

2 )2

+ ZIm
2 ) (RET

2 )2

(91)

A plot of ZRe vs ZIm is a circle centered at ZRe ) RS + RET/2
and ZIm ) 0. At very low frequencies (ωf 0), the Warburg
impedance dominates and one can show that (see ref 375)

ZIm ) ZRe -RS -RET + 2σW
2CDL (92)

Thus, the linear region in the Nyquist plot corresponds to
an ion-diffusion-controlled process. Parameters such as RET,
CDL, and RS relating to ET and ion-diffusion characteristics
at the electrode/solution interfaces can be extracted from the
Nyquist plot as shown in Figure 50.

Cheng et al.363 studied effects of NP size and loading
density on EIS responses of Au NP-modified electrodes.
Figure 51a shows Nyquist plots of a mercaptosilane-
functionalized ITO electrode after immersion in a 12 nm Au
NP solution for various times. As immersion time and,
therefore, NP loading density increase, the radii of the
semicircle regions decrease. Corresponding RET values
decrease from 1362.7 to 149.7 Ω cm2; that is, ET rates
increase. They also showed that RET can be further reduced
to ∼10 Ω cm2 by increasing sizes of surface-bound NPs via
treatment with an Au3+/NH2OH solution (Figure 51b). After
immersion in the Au salt solution for 25 min (Figure 51b,
solid triangles), the EIS response of the electrode resembles
that of a gold macroelectrode and is limited by ion diffusion.
These results are in agreement with the CV studies reported
by Musick et al.368 (see Figure 48).

5.3.2. Electrodes Modified with Redox-Active NP
Assemblies

Surfaces modified with mono- or multilayers of redox-
active molecules have been studied extensively because of
their potential applications in chemical and biochemical
sensors (for reviews, see refs 381 and 382). In many sensor
applications, it is necessary to increase the number of redox-
active molecular layers to enhance sensitivity. However,
increasing the number of electroactive layers also requires
increasing the amount of intervening material between outer
electroactive layers and the electrode. Since molecular layers

Figure 48. CV scans of a Au NP-modified electrode prepared by
immersing the electrode into a 0.4 mM NH2OH/0.01% Au3+

mixture for (a) 7.5, (b) 10, (c) 12.5, (d) 17.5, and (e) 20 min. Scans
were obtained with electrodes immersed in 5 mM Ru(NH3)6

3+ in
0.1 M Na2SO4 at V ) 50 mV/s. Inset shows the peak current vs
V1/2 for the electrode immersed in the NH2OH/Au3+ mixture for
7.5 min. Reprinted with permission from ref 368 (Natan’s group).
Copyright 1999 American Chemical Society (http://dx.doi.org/
10.1021/la980911a).

Figure 49. Equivalent circuit for an electrochemical cell: RS,
solution resistance; CDL, double-layer capacitance; ZF, Faradaic
impedance; RET, ET resistance; and ZW, Warburg impedance.
Reprinted with permission from ref 375. Copyright 1980 John Wiley
& Sons, Inc.

Figure 50. Impedance plot (Nyquist plot) for an electrochemical
cell. Reprinted with permission from ref 375. Copyright 1980 John
Wiley & Sons, Inc.

Charge Transport in Nanoparticle Assemblies Chemical Reviews, 2008, Vol. 108, No. 10 4105



often behave as ET barriers, this in turn reduces the ET rate
through multilayers and makes the electrochemical response
less reversible. This competition between increased electro-
activity due to electroactive moieties and reduced ET rates
due to intervening material was confirmed, for example, by
Zhang et al.383 using multilayers of glucose oxidase and
poly(allylamine)ferrocene (see Figure 52).

Conducting NPs can function as “charge relays”, facilitat-
ing ET between the redox centers and the electrode surface
in multilayer redox-active assemblies. Such hybrid as-
semblies of metal NPs and redox-active molecules are
expected to be both conducting and redox-active. Several
novel combinations of NPs and molecules have been studied
in this regard, including Au or Ag NPs and derivatives of
viologen,91,95-98ferrocene,99-103bipyridiniumcyclophane,112-115

tetrathiafulvane,384 thionine,385 or polyaniline.84 Assemblies
were constructed using stepwise self-assembly driven by
covalent or electrostatic interactions.

Escorcia and Dhirani103 have studied CV responses of
multilayers comprising Au NPs and ferrocenylalkanedithi-
olate (FDT) linkers. They used films with various numbers
of layers and with FDT terminal layers (see Figure 53). The

CV responses exhibited peaks due to redox of ferrocene
within the immobilized cross-linkers. Anodic peak currents
increased with the number of layers, indicating that the
amount of the electroactive ferrocene moieties increased
accordingly. The increase was correlated with film growth
as confirmed by UV/vis spectroscopy. As the number of
layers increased, full-width at half-maxima (∆Efwhm) of the
peaks tended to increase from 80 to 150 mV initially and
then plateaued around 120-150 mV after about five layers.
For an ideal monolayer, in which all the redox centers have
equivalent environments and interactions between the centers
are minimal, theory predicts ∆Efwhm ) 90.6/n mV, where n
is the number of electrons involved in the redox reaction.375

Values exceeding 90.6/n mV have been attributed to inho-
mogeneities in the environment of redox centers arising from
disordered structure, for example.386 Observed values of peak
separation (∆Ep) were found to be remarkably small (∼50-58
mV). ∆Ep for immobilized redox species is expected to be
0 V in a reversible ET process,386 and ∆Ep > 0 in a quasi-
reversible or an irreversible process.387 Similar trends have
been commonly observed in multilayer films of NPs and
redox-active linkers.84,91,96,97,100-102,112-114,385

The overall redox reaction of an electroactive moiety
immobilized on an electrode can be expressed as100

-Red+A-(solv)f-Ox+A-+ e-(electrode)+ solv
(93)

where -Red and -Ox+, respectively, represent reduced and
oxidized states of the immobilized redox species, A-(solv)
is a solvated ion in the solution, -Ox+A- is an ion pair,
and solv is a solvent molecule. This reaction is composed
of two steps: (i) ET from redox centers to the electrode,

-Redf-Ox++e-(electrode) (94)
and (ii) ion transport from the electrolyte solution to the redox
centers to form ion pairs and maintain charge-neutrality:

-Ox++A-(solv)f-Ox+A-+ solv (95)
ET between immobilized redox species and electrodes has

been studied extensively.57 A prototype system is a mono-

Figure 51. Nyquist plots obtained using Au NP-modified elec-
trodes in 1 mM Fe(CN)6

3-/4-/0.1 M KCl. The electrode potential
was 0.22 V vs Ag/AgCl, the voltage amplitude was 5 mV, and the
frequency ranged 100 kHz-0.1 Hz. (a) Plots for mercaptosilane-
functionalized ITO substrates after immersion in a 12 nm Au NP
solution for various times as labeled in the graph. (b) Plots obtained
using an NP-modified electrode showing the effects of immersion
in a 0.3 mM Au3+/NH2OH aqueous solution. The electrode was
initially immersed in an NP solution for 12 min. Open circles, solid
circles, solid squares, open squares, and solid triangles correspond
to 0, 3, 10, 15, and 25 min immersion in Au3+/NH2OH solution,
respectively. Reprinted with permission from ref 363 (Wang’s
group). Copyright 2002 American Chemical Society (http://dx-
.doi.org/10.1021/la026022b).

Figure 52. CV scans of a cystamine functionalized Au electrode
modified with (a) 2, (b) 4, (c) 6, and (d) 8 bilayers of glucose
oxidase/poly(allylamine)ferrocene. The scans were obtained using
0.1 M acetate buffer solution (pH ) 5.18). Inset plots ferrocene
surface coverage (10-9 mol/cm2) vs the number of bilayers. Surface
coverages were determined by integrating anodic scans. Reprinted
with permission from ref 383 (Sun’s group). Copyright 2004
Elsevier (http://dx.doi.org/10.1016/j.snb.2004.04.012).
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layer of ferrocene-terminated alkanethiolate, Fc(CH2)nSH,
self-assembled on Au electrodes. For example, Smalley et
al.239 have shown that ET between the ferrocene moieties
and the electrode is based on tunneling, and the ET rate
constant can be expressed as kET ∝ exp(-�nn) with �n )
1.2. Ion transport during the redox reaction can be monitored
using an electrochemical quartz crystal microbalance (EQCM).
In EQCM, the working electrode of an electrochemical cell
is attached to a quartz crystal, and changes in the vibration
frequency of the crystal due to changes in the crystal mass
are measured. Uosaki and co-workers100-102 have used
EQCM to study ion transport through multilayer films of
poly(allyamine hydrochloride)/Au NPs. The NPs were
capped with a mixture of mercaptoundecanoic acid, hex-
anethiol, and ferrocenylhexanethiol and self-assembled on
an Au electrode. Figure 54a shows current density and
frequency shifts during a CV scan using a five-layer film in
0.1 M HClO4. As the potential was scanned positively from
-100 mV, the vibration frequency started to decrease, i.e.,
the mass increased, due to double-layer charging of the
electrode. The frequency decrease (mass increase) became
more significant at a potential range of 270-440 mV, i.e.,
when the ferrocene moiety oxidizes. At more positive
potentials, where the oxidation of the ferrocene moiety was
complete, a relatively small frequency change was observed.
As the potential was decreased, the change in frequency
reversed. Figure 54b shows mass change, calculated from
frequency change, as a function of the redox charge
determined from the oxidation region of the CV scan. A

nearly linear relationship was observed with a slope of 245 g
mol-1 electon-1. The data suggest perchlorate ions solvated
with ∼8 water molecules transfer into (out of) the film during
the oxidation (reduction) of the ferrocene moiety.

NPs can, in principle, influence both steps involved in the
redox reaction (eqs 94 and 95). With respect to the ET, the
distance between the electrode surface and the redox centers
located at an outermost layer in multilayer films is usually
too long to allow efficient direct electron tunneling. For
example, CV responses of multilayer glucose sensors dis-
cussed earlier exhibit significantly slower ET rates due to
incorporated insulating protein layers (note the decreasing
reversibility with increasing number of layers in Figure 52).
On the other hand, studies have reported that films with up
to 15 layers of NPs and redox-active SAMs exhibit reversible
voltammograms.100 ET through such multilayer films is
facilitated by NPs that serve as charge relays. With respect
to ion transport, studies have reported that peak currents in
CV responses of electrodes modified with viologen91,97 or
ferrocene103 SAMs reduce upon addition of an NP layer
(Figure 55). The loss in electroactivity can be attributed to
an inability of electrolyte ions to access some redox moieties
located underneath the NPs, rendering these “shadowed”
moieties electrochemically inactive.91,97,103 However, sub-
sequent deposition of a redox-active SAM generally results
in an overall net increase in the electroactivity of the
assembly (see Figure 53b). This suggests that more redox-
active molecules are added on top of the NPs than are

Figure 53. (a) Typical CV scans obtained using FDT/Au NP films with various numbers of layers and with FDT as terminal layers. Films
were immersed in a solution of 0.1 M Bu4NPF6/CH3CN, and the scan rate was 480 mV/s. Inset: Chemical structure of ferrocenylalkanedithiol
(FDT). Parameters extracted from CV scans: (b) anodic peak height, (c) full width at half-maximum, ∆Efwhm, and (d) redox peak separation,
∆Ep, versus number of layers. Reprinted with permission from ref 103 (Dhirani’s group). Copyright 2007 Elsevier (http://dx.doi.org/
10.1016/j.jelechem.2006.11.009).
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rendered inactive below the NPs. This can be attributed to a
porous film structure and increasing surface area with film
growth.

6. Applications

6.1. Sensors
Among different potential applications of NP assemblies,

the most extensively studied are their applications to chemical
and biochemical sensing. NP-based sensors can be classified
according to their transducing mechanism: electrical, elec-
trochemical, optical, etc. In this review, we focus on electrical
and electrochemical-based sensors. For reviews of optical-,
photochemical-, or magnetic-based sensors, see refs 16, 17,
49, and 388.

6.1.1. Electrical Sensors

The most widely studied electrical-based transduction
mechanism of NP sensors is chemiresistance.16,21,49,389

Wohltjen and Snow390 have demonstrated this capability of
NP assemblies. They prepared a film of octanethiolate-capped
2 nm Au NPs by spraying a chloroform NP solution onto
IDA electrodes at 120 °C. They observed that film conduc-
tance changed in the presence of various analyte vapors,
including toluene, tetrachloroethylene, 1-propanol, and water.
This set of solvents was chosen because they represent
analytes with a variety of chemical structures (hydrocarbon,
chlorocarbon, hydrogen-bonding polar organic, and very
polar inorganic) but similar vapor pressures, allowing direct
comparison of chemical selectivity afforded by the NPs.
Figure 56 shows responses of the NP film to various vapors
at different pressures. Toluene and tetrachloroethylene vapors
caused decreases in the film conductance that were large (up

to 2-fold or more), rapid (90% response in <1 s), and
reversible. The drops in conductance were proportional to
the vapor pressure and permitted detection limits significantly
below 1 ppm. The NP film exhibited negligible response to
water and a weak response to 1-propanol.

Several groups have studied NP vapor sensors using a
variety of molecular components, including alkanethiol
derivatives,391-398 benzenethiol derivatives,392,398-401 al-
kaneamines,402 alkanedithiols,403-409 mercaptocarboxylic
acids,172,403,406,410,411 dendrimers,108-111 and biological mol-
ecules such as an extract of lemongrass plant.412 NP
films have been prepared via drop-casting or spray-
/spin-coating,390,392-395,397,399-402,412 stepwise self-assem-
bly,108-111,172,404,405,410,411,413cross-linkingprecipitation,403,406-408

or Langmuir-Schaefer deposition.398 A majority of these
studies involve Au NPs. A few studies have also reported
chemiresistors based on Pt405 and Pd397 NPs.

Chemiresistivity of NP-based films is correlated with
sorption of analyte molecules into the films as has been
demonstrated by quartz crystal microbalance (QCM) measure-
ments.111,172,392,401,403,410 Figure 57, reported by Han et
al.,403 shows typical conductivity and QCM responses of a
film of 5 nm Au NPs cross-linked with 11-mercaptounde-
canoic acid (MUA). Film resistance, R, and QCM frequency
change, ∆f, were measured simultaneously as the film was
exposed to flowing nitrogen gas containing analyte vapors.
Both R and ∆f changed upon introduction of analyte vapor
(“on”) and returned to their initial values when exposed to
pure nitrogen (“off”). The decrease (increase) in ∆f corre-
sponds to an increase (decrease) in the film mass proportional
to vapor concentration. By calculating the mass of sorbed
analyte molecules (e.g., hexane) and taking into consideration
their sizes, they estimated that up to ∼20 equivalent layers
of analyte molecules could be taken up by the NP film.
Vossmeyer and co-workers111,414 have studied the distribu-
tion of absorbed d4-methanol (CD3OD) in a multilayer film
of Au NP linked with poly(propyleneimine) dendrimers using
neutron reflectometry. They found that a significant amount
of methanol diffused into and distributed uniformly across
the bulk of the film. The ability to uptake large amounts of
analyte molecules due to high porosity is an attractive feature
of NP film chemiresistors.

Figure 54. (a) CV and associated frequency changes obtained
using an Au electrode with 5 alternating layers of poly(allylamine
hydrochloride)/ferrocenylhexanethiolate-capped Au NPs. Data were
obtained using 0.1 M HClO4 at V ) 10 mV/s. (b) Mass change,
calculated from frequency change, as a function of the charge
determined from the ferrocene oxidation region (270-440 mV).
Reprinted with permission from ref 100 (Uosaki’s group). Copyright
2002 Royal Society of Chemistry (http://dx.doi.org/10.1039/
b200397j).

Figure 55. CV scans of a Au wire modified with a self-assembled
ferrocenylalkanedithiol (FDT) monolayer (black solid curve) and
an FDT/NP bilayer (red dash-dotted curve). In the latter case, NPs
were self-assembled on top of the FDT monolayer. Scans were
obtained in a solution of 0.1 M Bu4NPF6/CH3CN at V ) 480 mV/
s. Reprinted with permission from ref 103 (Dhirani’s group).
Copyright 2007 Elsevier (http://dx.doi.org/10.1016/j.jelechem.
2006.11.009).

4108 Chemical Reviews, 2008, Vol. 108, No. 10 Zabet-Khosousi and Dhirani



Evans and co-workers399,400 have correlated ellipsometric
and conductance measurements to rationalize NP film
response to various solvent vapors. They prepared films of
Au NPs by spin-coating NP solutions onto a silicon wafer.
Au NPs were capped with benzenethiols (p-HSC6H4X, where
X ) OH, CH3, NH2, COOH). Ellipsometric response of the
NP films indicated that both thickness and permittivity of
the films changed upon exposure to solvent vapor (Figure
58). Both factors can, in principle, affect the film conductiv-
ity. Conductivity of an NP film (in a weak coupling regime)
can be expressed as

σ ∝ e-�s e-EC⁄kBT (96)
Variations in the inter-NP separation, s, and relative

permittivity, εr, modify tunneling probability and activation
energies (EC ≈ e2/4πεrε0r), respectively, significantly affect-
ing σ. However, s and εr can yield counterbalancing effects
on σ. Increases in film thickness observed in ellipsometric
measurements upon exposure to analyte vapor are associated
with film swelling. This increases inter-NP separation and
lowers σ. On the other hand, since permittivities of organic
solvents are larger than that of air (or vacuum), diffusion of
solvent molecules into pores of the film lowers EC and
increases σ. Evans and co-workers400 observed that σ of films
of NPs capped with 4-mercaptophenol (p-HSC6H4OH) and
exposed to ethanol vapor increased at <90 ppt ethanol but
decreased at higher partial pressures. They concluded that
the influences of εr and s dominated in these two regimes,
respectively.

By measuring capacitance, Pang et al.407 confirmed that
analytes can induce changes in permittivity of NP films. They
simultaneously measured resistance and capacitance of a film
of octanethiolate-capped Au NPs cross-linked with hex-
anedithiol as a function of relative humidity (RH) (see Figure
59). They found that, at low humidity (RH e 40%), the film
exhibited increased resistance and negligible capacitance
changes. However, above RH ≈ 43%, the resistance began
to decrease and capacitance began to increase, suggesting a
significant change in the permittivity of the film. Again, the
interplay between film swelling and permittivity can explain
film responses. Joseph et al.413 have investigated the
importance of film swelling versus changes in permittivity
using multilayer films of Au NPs cross-linked by flexible or
rigid molecules. They chose dodecanedithiol and [4]-stafface-
3,3′′′ -dithiol linkers as flexible and rigid linkers, respectively.
Both are saturated hydrocarbons with similar lengths and
hydrophobocity. They observed that the resistance of the NP
film containing the rigid linker decreased when the film was
exposed to vapors of tolyene, 4-methyl-2-pentanone, 1-pro-
panol, or water. The NP film containing the flexible linker,
on the other hand, exhibited an increase in resistance to all
analytes. These observations suggest that, in the case of the
rigid linker, the ability of the NP film to swell upon vapor
sorption should be significantly reduced, and film response
could be due to change in permittivity.

Chemical selectivity and sensitivity of NP-based chemire-
sistors are generally controlled by solubility properties of
molecules incorporated into the chemiresistors. For example,

Figure 56. Responses of an NP sensor to five 60 s toluene vapor exposure/purge cycles at concentrations of (a) 11000 and (b) 2.7 ppmv
in dry air. The device signal is proportional to the sensor resistance. Baseline signal (0 device signal counts) corresponds to 1.5 MΩ, and
those at 11000 and 2.7 ppmv of vapor correspond to 3.4 MΩ and 420 Ω, respectively. (c) Response of the NP sensor to various vapor
pressures of toluene, tetrachloroethylene (TCE), 1-propanol, and water at 15 °C. Inset displays the reponse to toluene down to 2.7 ppmv.
Reprinted with permission from ref 390 (Snow’s group). Copyright 1998 American Chemical Society (http://dx.doi.org/10.1021/ac9713464).
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Zhang et al.400 have observed that 4-methylbenzenethiolate-
capped Au NPs are more sensitive to vapors of nonpolar
solvents (e.g., dichloromethane) while 4-mercaptophenol-
capped NPs are more sensitive to vapors of polar solvents

(e.g., methanol). Kim et al.394 have reported that films of
Au NPs capped with a mixture of chlorobenzenemethanethiol
and octanethiol ligands displayed different responses to
1-propanol, acetone, and cyclohexane as the ratio between
the capping ligands was varied. Joseph et al.404 observed
that responses of HS(CH2)nSH-linked Au NP films to vapors
of toluene and tetrachloroethylene increased (exponentially)
with n. They proposed that the number of sorption sites for
these vapor molecules is determined by the amount of
organic material in the films. Krasteva et al.109,110 observed
that multilayer films of Au NPs linked with various types of
organic dendrimers (e.g., polyphenylene, polyamidoamine,
and polypropyleneimine) exhibited both tunable sensitivity
and selectively to vapors of toluene, 1-propanol, and water.
Vapor selectivities of the Au/dendrimer films corresponded
well with the solubility properties of the dendrimers. In
addition, they observed that Au NP/poly(propyleneimine)
films, comprising dendrimers of generation 1-5, exhibited
increased sensitivities to toluene and 1-propanol with in-
creasing size of dendrimers. The sensitivity to water was
rather unaffected. They proposed that the dendrimers provide
selective interaction sites for sorption of solvent molecules.
That is, toluene and 1-propanol molecules are preferentially
“solvated” within the dendrimers and, in this sense, the
dendrimer macromolecules can be viewed as nanocontainers
for the analyte molecules. Interaction sites for water sorption
are likely the primary amino groups at the surface of the
dendrimers; their number is independent of dendrimer
size.

Zellers and co-workers415 have proposed an analytical
model to parametrize response of NP-based chemiresistors
as a function of variables associated with analyte vapors,
NP films, and the vapor-NP interactions. Their model allows
predictions of chemiresistors responses to within 24%
accuracy. In addition, they416 have exploited the fast,
reversible, and selective responses of NP-based chemiresis-
tors to develop gas-chromatography detectors for vapor
recognition and quantification. The sensitivities and detection
limits of the chemiresistors were comparable to those of
commonly used flame-ionization detectors and polymer-
coated surface acoustic wave sensors.

NP-based chemiresistors can also be used for gas detection.
Briglin et al.402 prepared films of dodecylamine-capped Au
NPs by drop-casting the NPs on IDA electrodes. Upon
exposure to thiol-containing gases (such as H2S, CH3SH,
C3H7SH), the films exhibited irreversible decrease in resis-
tance. Optical spectroscopic and TEM data indicated that

Figure 57. (a) Resistance, R, and QCM frequency change, ∆f,
for an MUA-capped 5 nm Au NP film due to hexane sorption/
desorption. Peak heights correspond to (from left to right) 749, 1499,
2248, and 2998 ppm. (b) Relative resistance change, ∆R/R, and
(c) frequency change, ∆f, vs vapor concentration, C, of toluene
(2), hexane (b), methanol (9), and water ((). Inset in (b) shows
an enlarged view of the methanol and water data in the low-
concentration region. Reprinted with permission from ref 403
(Zhong’s group). Copyright 2001 American Chemical Society
(http://dx.doi.org/10.1021/ac0104025).

Figure 58. Thickness changes of OH-functionalized NP films
induced by exposure to dichloromethane and ethanol, as a
function of partial pressure of analyte. Reprinted with permission
from ref 400 (Evans’s group). Copyright 2002 Institute of Physics
Publishing Ltd. (http://dx.doi.org/10.1088/0957-4484/13/3/
339).

Figure 59. Relative resistance, ∆R/R, and capacitance, ∆C/C,
changes of a Au NP film vs relative humidity (RH%). The film
was prepared by cross-linking octanethiolate-capped Au NPs with
1,6-hexanedithiol. Reprinted with permission from ref 407 (Cai’s
group). Copyright 2006 Elsevier (http://dx.doi.org/10.1016/j.snb.
2005.07.036).
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the thiols displaced the amine caps, allowing the Au NP cores
to approach and, in some cases, contact each other, lowering
the film resistance.

6.1.2. Electrochemical Sensors

6.1.2.1. Chemical Sensors. Electrodes modified with NP
assemblies have been used in many demonstrations of
electrochemical sensing.14-17 Willner and co-workers112-115

used assemblies of Au NPs cross-linked with macromol-
ecules such as bipyridinium cyclophanes, 1 or 2 (see Figure
60). These macromolecules can act as receptors for π-donor
analytes and, thus, enable concentration of guest analytes at
the electrode surface. Figure 60 shows CV scans of an ITO
electrode modified with a five-layer film using 1. The scans
were obtained in the presence of p-hydroquinone
(HOC6H4OH). The linear response of the electrode as
indicated by the calibration plot (Figure 60 inset) implies
detection of p-hydroquinone at bulk concentrations as low
as 1 µM. Using the same macromolecule-NP system, they
were also able to sense other π-donor guests such as
dihydroxyphenyl acetic acid as well as the neurotransmitters
adrenaline and dopamine. Selectivity of these electrodes was
controllable by the structure and size of the macromolecule
receptors. For example, dihydroxymethyl ferrocene was
detecable using the larger receptor 2 but not the smaller
receptor 1. An NP film consisting of three layers of 1-cross-
linked NPs and three layers of 2-cross-linked NPs, however,
enabled sensing of both p-hydroxyquinone and bihydroxym-
ethyl ferrocene.115

Incorporating NPs with electrocatalytic properties into
electrochemical sensors offers several benefits, namely,
decreased overpotentials, increased reversibility, and en-

hanced sensitivity. The latter can be controlled through the
amount of NPs incorporated into the sensors.417 NPs, because
of their small sizes, can exhibit enhanced catalytic activity
relative to bulk materials (for a review on catalytic activities
of NPs, see refs 5 and 418). Gold, for example, is a poor
catalyst in bulk form, but Au NPs are excellent catalysts for
oxidation of CO, H2, and CH3OH and reduction of O2 and
NO.44 Abdelrahman et al.419 used CV to study electrocata-
lytic reduction of O2 by 1,4-benzenedimethanedithiol (BDMT)/
Au NP multilayers on Au electrodes. They observed that
addition of an Au NP layer not only restored the O2 reduction
peak that was entirely inhibited by the preceding BDMT but
also decreased the reduction peak potential and increased
the peak current compared with that obtained using a bare
Au electrode. Yu et al.420 utilized ITO electrodes modified
with polyelectrolyte/Au NP multilayer films to detect nitric
oxide (NO) electrochemically. They prepared the films by
incorporating 4-(dimethylamino)pyridine-stabilized Au NPs
into multilayers of poly(sodium 4-stryrenesulfonate), PSS,
and poly(allylamine hydrochloride), PAH. They investigated
electrocatalytic activity of the Au NPs in the films using
sodium nitrite (NaNO2) as a precursor of NO. Figure 61a
shows CV scans of an ITO electrode modified with three
layers of polyelectrolyte/NP. Using a bare ITO electrode,
they observed almost no response arising from NO oxidation.
In contrast, using the polyelectrolyte/NP-modified electrode,

Figure 60. Chemical structures of cyclobis(paraquat-p-phenylene),
1, and cyclobis(paraquat-p-biphenylene), 2. CV scans obtained using
a five-layer film of Au NPs linked with 1 and immersed in solutions
with various concentrations of p-hydroquinone: (a) 0, (b) 1, (c) 2,
(d) 4, (e) 8, (f) 16, and (g) 32 µM. Inset: Calibration curve for
electrochemical sensing of p-hydroquinone. Data were calculated
by coulometric assay of the reduction peak of p-hydroquinone. All
data were recorded under argon in 0.1 M phosphate buffer, pH )
7.2, V ) 100 mV/s. Reprinted with permission from ref 112
(Willner’s group). Copyright 1999 the Royal Society of Chemistry
(http://dx.doi.org/10.1039/a902763g).

Figure 61. (a) CV scans of (i) a bare ITO electrode and (ii-viii)
a poly(ethylenimine)/[(PSS/PAH)2/PSS/Au NP]3-modified electrode.
The electrodes were immersed in phosphate buffer solution (pH )
2.0) containing various concentrations of NaNO2: (i) 0.5, (ii) 0,
(iii) 0.05, (iv) 0.15, (v) 0.25, (vi) 0.35, (vii) 0.45, and (viii) 0.55
mM. V ) 50 mV/s. (b) Amperometric responses vs concentration
of NaNO2 obtained using ITO electrodes modified with (i)
poly(ethylenimine)/(PSS/PAH)2/PSS/Au NP and (ii) poly(ethylen-
imine)/[(PSS/PAH)2/PSS/Au NP]3. Reprinted with permission from
ref 420 (Caruso’s group). Copyright 2003 American Chemical
Society (http://dx.doi.org/10.1021/nl034363j).
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they observed an oxidation peak with a peak current that
increased with increasing concentration of NaNO2 in solution.
The sensitivity of the modified electrode depended on the
number of layers or the Au NP content of the film (Figure
61b).

Other examples of electrocatalytic NP sensors include
Au electrodes functionalized with Au NP/cystamine as-
semblies for sensing dopamine in the presence of ascorbic
acid,421 ITO electrodes functionalized with Cu NP/(3-
mercaptopropyl)trimethoxysilane thin films for detecting
sodium nitrite,422 ITO electrodes coated with Au NPs
prepared by a seed-mediated growth method for sensing
paracetamol,423 and ITO electrodes functionalized with
multilayer films composed of Prussian blue (a typical
hexacyanoferrate) NPs and poly(allylamine hydrochloride)
for detecting H2O2.424

6.1.2.2. Biosensors. Biocompatibility of NPs made of
several types of materials, notably Au, Ag, Pt, CdS, CdSe,
SiO2, and TiO2, have allowed fabrication of NP-biomolecule
hybrid assemblies in which the biomolecules retain their
bioactivities. Synthesis, properties, and applications of
NP-biomolecule hybrid materials have already been
reviewed17,18,20,417,425-431 and are not discussed here in
detail. NPs provide a general route for the development of
biosensors as they enable immobilization of a variety of
biomolecules. These include DNA430-433 as well as proteins
such as enzymes,434 antigens,435 and antibodies.436-439 In
addition, NPs can function as electron relays facilitating
electron transfer between electrode surfaces and redox-active
biomolecules. Bioelectroactivity facilitated by NPs has been
demonstrated using a wide range of biomolecules, including
horseradish peroxide,440-451 glucose oxidase,440,452-463

cytochrome c,366,464,465 xanthine oxidase,440,466 hemoglo-
bin,444,467-471 myoglobin,444,472-474 microperoxidase-11,475

and fructose dehydrogenase.476 These studies have used NPs
made of various materials including Au, SiO2,435,444

Ag,437,448,464,467 TiO2,446 Pt,455 ZrO2,470 and CdS.471 As an
example, Sun and co-workers458-463 have reported that gold
or silica NPs can greatly enhance bioelectrocatalytic activity
of glucose oxidase (GOx) and can be used to construct
glucose biosensors with high stability and sensitivity. Figure

Figure 62. (a) CV scans obtained using electrodes functionalized
with (i) 0, (ii) 2, (iii) 4, and (iv) 6 bilayers of GOx/Au NPs.
Electrodes were immersed in a solution containing 20 mM glucose,
0.1 M phosphate buffer (pH ) 6.8), and 0.25 mM ferrocenemetha-
nol as a diffusional ET mediator. Inset: Plot of anodic plateau
currents vs numbers of bilayers. Scan rate ) 5 mV/s. (b) Plots of
peak current vs glucose concentration for (i) 2, (ii) 4, and (iii) 6
bilayers of GOx/NP. Inset: A similar plot for 6-bilayers using low
glucose concentrations. Reprinted with permission from ref 461
(Sun’s group). Copyright 2006 Elsevier (http://dx.doi.org/10.1016/
j.elecom.2005.11.014).

Figure 63. (a) Schematic of a CdSe NP SET device. (b) Grey-
scale plot of the differential conductance of the device as a
function of both bias and gate voltage at 4.2 K. The white
diamond-shaped regions correspond to Coulomb blockade.
Reprinted with permission from ref 178 (McEuen’s group).
Copyright 1997 Nature Publishing Group (http://dx.doi.org/10.1038/
39535). (c) Diamond plots produced by eqs 98 and 99, assuming
C1 > C2.
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62 shows some of their CV scans obtained using electrodes
modified with different numbers of GOx/Au NP bilayers and
immersed in glucose solutions with various concentraions.
Anodic peak currents increased linearly with both the number
of bilayers and the concentration of glucose in solution.

6.2. Electronics

6.2.1. Transistors

Control over the number of excess charges on NPs has
enabled their application in single-electron transistors (SETs).
Klein et al.178 have demonstrated an SET made from
chemically synthesized NPs. They fashioned the device by
fabricating two nanometer-separated Au electrodes (source/
drain electrodes) on a silicon/silicon-oxide substrate (gate/
gate oxide) using lithography. They then assembled a 1,6-
hexanedithiol monolayer on the electrodes and deposited 5.5
nm CdSe NPs to bridge the gap between the electrodes
(Figure 63a). Plots of source-drain conductance measured
at 4.2 K as a function of both bias and gate voltages exhibited
diamond-shaped regions (Figure 63b). These so-called
“Coulomb diamonds” correspond to Coulomb blockade (CB)
thresholds varying with gate voltage.

The operation of the SET can be understood as follows.
The gate voltage, Vg, induces a charge Q0 ) CgVg on the
NP, where Cg is the capacitance between the NP and the
gate. The total charge on the NP then will be Q ) Q0 + ne,
where n is an integer. We only consider -e/2 e Q0 e e/2
since an integer number of e can always be absorbed in n.
The energy, ∆U(, required to add (+) or remove (-) an
electron to/from the NP now becomes (eq 38)

∆U() (Q( e)2

2C∑
- Q2

2C∑
)

(2e(Q0 + ne)+ e2

2C∑
)

(
eCgVg

C∑
+ ((2n+ 1)

e2

2C∑
(97)

where CΣ ) C1 + C2 + Cg is the total capacitance of the
SET and C1 and C2 are the capacitances between the NP
and the source and drain electrodes. Equation 97 indicates
that ∆U( varies linearly with Vg. The CB voltage threshold
can be obtained using eqs 35, 37, and 40. At absolute zero,
the tunneling rates are suppressed under the following
conditions:

∆E1
(e 0w-∆U-e

eC2Vb

C∑
e∆U+w

CgVg + (n- 1
2)eeC2VbeCgVg + (n+ 1

2)e (98)

∆E2
(e 0w-∆U+e

eC1Vb

C∑
e∆U-w

-CgVg - (n+ 1
2)eeC1Vbe-CgVg - (n- 1

2)e (99)

Inequalities 98 and 99 result in diamond-shaped regions
(Figure 63c) inside which conductance is zero and the
number of electrons on the NP is constant.

CB based transistors have also been fabricated using NP
arrays. Sato et al.180 and Weiss et al.187 have reported
fabrication of such devices using chains of 1,6-hexanedithi-
olate-linked 10 nm Au NPs and octanethiolate-capped 50
nm Au NPs, respectively. Suganuma and Dhirani12 have
shown that films of 1,4-butanedithiolate-linked Au NPs self-
assembled in a stepwise fashion on a Si/SiO2 substrate exhibit
CB that can be gated. Talapin and Murray477 have reported
that drop-cast thin films of semiconducting NPs (such as
PbSe, PbS, PbTe, CdSe, and InP QDs), when chemically
activated by hydrazine, exhibit room-temperature transistor
behavior and allow reversible switching between electron-
and hole-dominated transport.

Potential applications of single-electron devices have been
the subject of a number of reviews.478-481 Such applications
may be analog or digital in nature and include electrometry,
current metrology, thermometry, and data storage. Self-
assembly of solution-based NPs can provide a route to rapid
and cost-effective fabrication of these devices.482 However,
because of practical challenges, large-scale and reproducible
fabrication of commercial single-electron devices based on
NP assemblies has not been realized.

6.2.2. Transistor-Based Sensors

Borini et al.483 have shown that CB thresholds of silicon
NP arrays are very sensitive to the presence of molecules,
such as NO2, that have high electron-affinities. They
fabricated 3D arrays of Si NPs by electrochemically etching
doped silicon. The NP arrays exhibited room-temperature
CB thresholds that decreased in the presence of increasing
concentration of NO2 due to gating by the molecules (Figure
64). Their observation suggests that the arrays can function
as CB gas sensors operable at room-temperature.

NP arrays also enable ion-sensitive field-effect transistors
(ISFETs) capable of detecting charged species near the gate
surface. Figure 65a shows a schematic of an ISFET described
by Kharitonov et al.484 The ISFET was fabricated by

Figure 64. (a) I-V curves of a Si NP array exposed to various
NO2 concentrations. NO2 molecules narrow the CB gap. (b)
Dependence of the CB threshold on NO2 concentration. Reprinted
with permission from ref 483 (Borini’s group). Copyright 2006
Wiley-VCH Verlag GmbH & Co. KGaA (http://dx.doi.org/10.1002/
adma.200600198).
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sequentially depositing polyethyleneimine, citrate-stabilized
Au NPs, and cyclobis(paraquat-p-phenylene) macromolecules
on an Al2O3 substrate. The macromolecules act as hosts for
π-donor guest analytes. The ISFET was then used to sense
adrenaline by either (i) monitoring the source-drain current
(Isd) at fixed gate-source potential (Vgs) or (ii) measuring Vgs

required to maintain fixed Isd. Figure 65 (parts b and c)
displays the ISFET’s responses to different concentrations
of adrenaline. Xu et al.485 have reported fabrication of an
ISFET biosensor using stepwise self-assembly of MnO2 NPs
and lactate oxidase. The biosensor was able to detect low
concentrations of lactate with a detection limit of 8.0 µM.

6.2.3. Data Storage

Suganuma et al.13 have recently shown that self-assembled
NP films can be used to store analog data. Using stepwise
self-assembly, they prepared multilayer films of 1,4-butane-
dithiolate-linked Au NPs on a Si/SiO2 substrate. The device
had a field-effect transistor configuration with electrodes
deposited on the film serving as source and drain electrodes
and the underlying silicon as a gate electrode. The authors
observed that an applied gate voltage caused a CB gap to
shift away from zero source-drain voltage. In addition, if a
gate voltage was applied as the device was slowly cooled
below a threshold temperature (∼175 K), the CB gap
remained shifted even after the gate voltage was turned off.
That is, the value of the applied gate voltage was effectively
recorded. Figure 66 (parts a-c) shows maps of differential
conductance vs source-drain bias and gate voltage obtained
at 77 K, demonstrating stored gate voltages of -5, 0, or +5
V applied during cooling. The authors argued that, above a

threshold temperature, background charges redistribute in
order to cancel gate-induced electric fields. As the temper-
ature is lowered, eventually these charges can become
trapped or “frozen”, creating a charge glass that generates
gating fields even after the gate voltage is removed. The
recorded value of gate voltage is read through the shift in
CB gap. Since the gate voltage can be varied continuously,
these films can be used as analog memory storage devices.
As the devices were warmed, the CB gap became weaker
and eventually vanished at ∼175 K, erasing stored informa-
tion. The authors were also able to store multivalued
information by applying multivalued time-dependent gate
voltages during cooling. Figure 66d shows two examples.
The authors applied cyclic time-dependent gate voltages,
generating 77 K conductance maps that resemble “••-” and
“-” corresponding to “U” and “T” in Morse code,
respectively.

7. Summary
NP assemblies exhibit bulk properties that are controllable

from the bottom up. NPs with a variety of optical, chemical,
and electronic functionalities can be prepared by chemical
synthetic methods. Moleculesseither as capping ligands or
cross-linkersscan confer additional functionalities (such as
chemical or biorecognition), control inter-NP separations, and
influence the rate of charge transfer between NPs. Properties
of assemblies can be further controlled via assembly
procedure. Assemblies can be organized into 1D, 2D, and
3D arrays of various length scales with controllable degrees
of order/disorder. They can exhibit unusual architectural

Figure 65. (a) Schematic illustrations of an ISFET. The sensor’s interface consists of polyethyleneimine/Au NP/cyclobis(paraquat-p-
phenylene) 1. (b) Source-drain current at different concentrations of adrenaline. Vgs ) 1.5 V and Vsd ) 0.5 V. (c) Vgs at different concentrations
of adrenaline. Isd ) 100 mA and Vsd ) 0.5 V. All experiments were performed using a 0.1 M phosphate buffer solution (pH ) 7.6) and
Ag/AgCl as the reference electrode. Reprinted with permission from ref 484 (Willner’s group). Copyright 1999 American Chemical Society
(http://dx.doi.org/10.1021/ac990997s).
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features such as large porosity and surface area that can be
desirable depending on application.

The controlled functionality afforded by NP assemblies
combined with the ability of NPs to serve as charge relays
has enabled a host of new opportunities, both fundamental
and applied. Assemblies have enabled systematic studies of
phenomena ranging from single-electron charging to metal-
insulator transitions. In terms of applications, there has been
particular interest in exploiting functionality of NP assemblies
for electronic chemical and biological sensing. A number
of proof-of-principle devices, such as vapor-, electrochemi-
cal-, chemical-, and biosensors, have already been demon-
strated. Further studies are required to explore more fully
the large range of material properties and applications
enabled by the large choice of assembly components (includ-
ing mixtures of NPs) and architectures. In view of the
desirable features of electronics (such as low cost, scalability,
integrability, etc.), this area will likely continue to represent
a significant target of opportunity for future studies.

8. Abbreviations
1D one-dimensional
2D two-dimensional
3D three-dimensional
ac alternating current
AFM atomic force microscope/microscopy
BDMT 1,4-benzenedimethylthiol
cHDMT 1,4-cyclohexanedimethylthiol
CB Coulomb blockade
CP-AFM conductive-probe atomic force microscope
CV cyclic voltammetry
D-B-A donor-bridge-acceptor
dc direct current
DNA deoxyribonucleic acid
DOS density of states
DPV differential pulsed voltammetry
EA electron affinity
EIS electrochemical impedance spectroscopy
EQCM electrochemical quartz crystal microbalance
ES Efros and Shklovskii

Figure 66. Differential conductance maps showing stored applied gate voltages. The maps were obtained at 77 K. As the device was
cooled to 77 K, values of the gate voltage was kept constant at (a) -5 V, (b) 0, or (c) +5 V. (d) Differential conductance maps (left and
right) measured at 77 K after cyclic gate voltages (center) were applied during cooling. The stored information in the conductance maps
reading from Vg ) 5 V toward -5 V resembles “••-” and “-”, which correspond to “U” and “T”, respectively, in Morse code. Reprinted
with permission from ref 13 (Dhirani’s group). Copyright 2005 Institute of Physics Publishing Ltd. (http://dx.doi.org/10.1088/0957-4484/
16/8/037).
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ET electron transfer
FDT ferrocenylalkanedithiol
GOx glucose oxidase
hcp hexagonal close-packed
HOMO highest occupied molecular orbital
IE ionization energy
IDA interdigitated array
IR infrared
ISFET ion-sensitive field-effect transistor
ITO indium tin oxide
LDOS local density of states
LIA lock-in amplifier
LUMO lowest unoccupied molecular orbital
MIT metal-insulator transition
MPTMS 3-(mercaptopropyl)trimethoxysilane
MUA 11-mercaptoundecanoic acid
MW Middleton and Wingreen
NMR nuclear magnetic resonance
NNH nearest-neighbor hopping
NP nanoparticle
PAH poly(allylamine hydrochloride)
PDMA polydimethylsiloxane
PSS poly(sodium 4-styrenesulfonate)
PTFE polytetrafluoroethylene
QCM quartz crystal microbalance
QD quantum dot
QDL quantized double-layer
QLH quasi-localized hopping
RH relative humidity
RT room temperature
SAM self-assembled monolayer
SAXS small-angle X-ray scattering
SECM scanning electrochemical microscope/micros-

copy
SEM scanning electron microscope/microscopy
SET single-electron transistor
STM scanning tunneling microscope/microscopy
TCR temperature coefficient of resistance
TEM transmission electron microscope/microscopy
TOP trioctylphosphine
TOPO trioctylphosphine oxide
UME ultramicroelectrode
UV/vis ultraviolet/visible
VRH variable-range hopping
WKB Wentzel-Kramers-Brillouin
a0 Bohr radius of hydrogen atom
R numerical coefficient
A cross-sectional area
� decay constant
�n decay constant per carbon atom
C capacitance
Cg gate capacitance
CDL double-layer capacitance
CΣ total capacitance
δ Dirac’s delta function, energy level spacing, and

nanoparticle center-to-center core separation
D dimensionality
DE electron diffusion coefficient
∆ widths of energy bands
∆Efwhm full-width at half-maximum of cyclic voltammo-

grams’ peaks
∆Ep peak separation of oxidation and reduction

waves
∆Go standard free energy of reaction
∆Ga free energy of activation
∆N number of states per unit volume
∆U charging energy
∆W energy bandwidth
e electron charge
ε permittivity
ε0 permittivity of vacuum

εop optical dielectric constant
εr dielectric constant
εs static dielectric constant
E energy, electrochemical potential
Ea activation energy
Eg energy gap
EC charging energy
EjC average charging energy
EF Fermi energy
EPZC potential of zero charge
f distribution function, Fermi-Dirac distribution,

and frequency
φ barrier height, phase angle, and work function
F Faraday constant, force
g conductance
g0 tunneling conductance at zero bias
geff effective conductance
gi insulating conductance
gm metallic conductance
gt thermally activated conductance
gQ quantum of conductance
Γ electron tunneling rate, energy level broadening
h film thickness
p Planck’s constant
i imaginary unit
I current
Isd source-drain current
k spring constant
kB Boltzmann’s constant
kCT charge transfer rate
kET electron transfer rate
kEX rate constant of bimolecular exchange reaction
kHOP hopping rate
κ decay constant
l mean free path
l overlapping length of electrodes
λ outer-sphere reorganization energy
L distance between electrodes, grain size
m mass of electron
m* effective mass of electron
µ chemical potential
n density of conducting electrons, number of elec-

trons involved in a reaction, and number of
methylene groups

nsat number of saturated carbon-carbon bonds
υ temperature exponent
N number of atoms, number of finger pairs
p filling fraction
pc percolation threshold
P probability
Q nanoparticle charge
r distance
F density of states
R gas constant, nanoparticle radius, resistance
Rc critical resistance
RET electron transfer resistance
RG gain resistance
RS resistance of electrolyte solution
s inter-NP surface-to-surface separation
σ conductivity
σW Warburg’s coefficient
t time
τ mean free time
T temperature
|T|2 tunneling transmission probability
TC critical temperature
U barrier height, Hubbard energy
Uj average barrier height
V scan rate
VF Fermi velocity
V voltage
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Ṽ modulation voltage
Vo modulation amplitude
Vb bias voltage
Vg gate voltage
Vgs gate-source potential
Vsd source-drain potential
VCB Coulomb blockade threshold voltage
VT voltage threshold
Vout output voltage
ω modulation angular frequency
� localization length
ψ wavefunction
ψH(r) hydrogen atom wavefunction
z cantilever deflection, charge state, and coordina-

tion number

 scaling exponent
Z impedance
ZIm imaginary component of impedance
ZF Faradaic impedance
ZRe real component of impedance
ZW Warburg impedance
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10. Appendix A: Tunneling through a 1D Potential
Barrier

According to quantum mechanics, an electron can tunnel
through a potential energy barrier whose height (V0) is greater
than the electron’s energy (E). Consider, for example, the
energy diagram for a 1D potential barrier shown in Figure
A1, where the potential energy is equal to V0 between x )
0 and x ) L and zero everywhere else.

Schrödinger’s equation for such a system is

{- p2

2m
d2ψ(x)

dx2
+V0ψ(x))Eψ(x) 0e xe L,

- p
2

2m
d2ψ(x)

dx2
)Eψ(x) otherwise

(A1)

where m is the mass of electron and p is Planck’s constant.
By solving eq A1, we find electronic wave functions (ψ) in
regions I, II, and III:

ψI(x))A eiRx +B e-iRx (A2)

ψII(x))C eκx +D e-κx (A3)

ψIII(x))F eiRx (A4)

where

R) √2mE ⁄ p (A5)

κ) √2m(V0 -E) ⁄ p (A6)

and A, B, C, D, and F are constants. In the above equations,
the terms A eiRx, B e-iRx, and F eiRx represent incident,
reflected, and transmitted parts of the wave function, and
note that C eκx and D e-κx correspond to growing and
decaying exponential components of the wave function inside
the barrier, respectively.

To find the constants A, B, C, and D relative to A0, we
apply the following boundary conditions:

ψI(0))ψII(0), ψII(L))ψIII(L),
dψI

dx x)0 )
dψII

dx x)0,
dψII

dx x)L )
dψIII

dx x)L

(A7)

Resulting equations are as follows:

A+B)C+D (A8)

iRA- iRB) κC- κD (A9)

C eκL +D e-κL )F eiRL (A10)

κC eκL - κD e-κL ) iRF eiRL (A11)
The transmission probability through the barrier, |T|2, is

then calculated by

|T|2 ) |FA |2 ) | 4iRκ e-iRL

(iR+ κ)2e-κL - (iR- κ)2eκL|2
(A12)

The expression for |T|2 can be simplified using a thick-barrier
approximation, in which κL . 1. The result is

|T|2 ≈ | 4iRκ e-iRL

(iR- κ)2 eκL|2 ) 16R2
κ

2

(R2 + κ
2)2

e-2κL )

16( E
V0

)(1- E
V0

) e-2κL (A13)

The pre-exponential factor is typically in the order of ∼1, and
therefore, the exponential factor is the most significant:

|T|2 ≈ e-2κL (A14)

The transmission probability decays exponentially with the
barrier width, and the decay constant, κ, depends on the barrier
height as described by eq A6.

In the thick-barrier approximation, the growing exponential term
in the expression of ΨII (eq A3) can be neglected since, from the
boundary conditions (eqs A10 and A11), one can obtain

|CD |2 ) e-4κL (A15)

In the limit of κL . 1, the probability of the growing
exponential term, |C|2, becomes much smaller than that of

Figure A1. Energy diagram of a 1D square potential barrier.

Figure A2. Arbitrary potential barrier approximated by a series
of square barriers with widths of ∆x.
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the decaying exponential term, |D|2. Therefore, the wave
function in the barrier region decays exponentially with
distance:

ψII(x) ≈ e-κx (A16)

with a decay constant equal to κ.
The above equations can be extended to describe a barrier

potential with a slowly varying arbitrary shape using the
WKB approximation. For a barrier with the potential profile
of V(x), the tunneling transmission can be approximated by

|T|2 ≈ exp(- 2
p
∫0

L √2m(V(x)-E) dx) (A17)

Equation A17 can be rationalized as follows. The potential
barrier can be considered as a series of square barriers with
widths of ∆x where the ith square barrier has a height of Vi

(Figure A2). The probability of transmission trough the
barrier V(x) then can be written as a product of the
probabilities of tunneling through the square barriers:

|T|2 ≈ ∏
i

exp(- 2√2m(Vi -E)∆x

p ))
exp(-∑

i

2√2m(Vi -E)∆x

p ) (A18)

Substituting the sum in the above equation by an integral in
the limit of ∆xf 0, we get the WKB approximation. In tha
average barrier height approximation, eq A17 is simplified
by replacing the potential barrier V(x) with a constant average
potential Vj:

|T|2 ≈ exp(- 2√2m(V-E)L
p )) e-2κL (A19)

where

κ) √2m(V-E) ⁄ p (A20)

11. Appendix B: Tunneling Current at
Intermediate Bias

Here, we derive an expression for tunneling current taking
into account the voltage dependence of the barrier height.
We assume that eVb , φ, so that electron transport is
dominated by tunneling. The tunneling transmission accord-
ing to the WKB approximation (eq A17) is then given by

ln |T|2 ≈- 2
p
∫0

L √2m(φ+EF -E- eVbx ⁄ L) dx

)- 2√2mφ

p
∫0

L (1+ EF -E

φ
-

eVbx

φL )1⁄2

dx

≈- 2√2mφ

p
∫0

L (1+ EF -E

2φ
-

eVbx

2φL ) dx

)- 2√2mφ

p (1+ EF -E

2φ
-

eVb

4φ )L
)-2κ0L+ (E-EF) ⁄ �+ eVb ⁄ 2� (B1)

where

κ0 ) √2m� ⁄ p (B2)

�)� ⁄ κ0L (B3)

Substituting eq B1 into the expression for tunneling current
(eq 21), we find

I ≈ 4πe
p

F(EF)2 e-2κ0L eeVb⁄2�∫0

+∞
e(E-EF)⁄�[ 1

1+ e(E-EF)⁄kT
-

1

1+ e(E-EF+eVb)⁄kT] dE (B4)

By introducing an integration variable y ) exp[(E - EF)/
kT] and taking exp(-EF/kT) ≈ 0 in the lower limit of the
integral after exchanging variables, we get

I ≈ 4πe
p

F(EF)2 e-2κ0L eeVb⁄2�∫0

+∞
ykT⁄�[ 1

1+ y
-

1

1+ yeeVb⁄kT]kT
y

dy (B5)

The above integral can be solved analytically using the
following relationship:

∫0

+∞ ya-1

1+ by
dy) πb-a

sin(πa)
(a < 1) (B6)

Thus, we obtain

I ≈ 4πe
p

F(EF)2 e-2κ0L eeVb⁄2� πkT
sin(πkT ⁄ �)

[1- e-eVb⁄�]

) 8πe�
p

F(EF)2 e-2κ0L πkT ⁄ �
sin(πkT ⁄ �)

sinh(eVb ⁄ 2�)

(B7)

πkT/� is typically a small quantity. Its value for Au (φ ≈
5.1 eV) at room temperature is ∼0.18. Therefore, (πkT/�)/
sin(πkT/�) is approximately a constant equal to ∼1. The
tunneling current then can be written as

I ≈ 8πe�
p

F(EF)2 e-2κ0L sinh
eVb

2�
(B8)

12. Appendix C: Some Useful Integrations

The integral in eq 22 can be solved analytically. By
introducing an integration variable, y ) exp[(E - EF)/kBT],
and taking exp(-EF/kBT) ≈ 0 in the lower limit of the integral
after exchanging variables, we get

∫0

+∞
[f(E)- f(E+ eVb)] dE

)∫0

+∞ [ 1

1+ e(E-EF)⁄kBT
- 1

1+ e(E+eVb-EF)⁄kBT] dE

≈ kBT∫0

+∞ [ 1
1+ y

- 1

1+ eeVb⁄kBTy] dy
y

) kBT(eeVb⁄kBT - 1)∫0

+∞ dy

(1+ y)(1+ eeVb⁄kBTy)

) kBT(eeVb⁄kBT - 1)
eVb ⁄ kBT

eeVb⁄kBT - 1
) eVb (C1)

The integral in eq 36 can be solved similarly:
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∫0

+∞
f(E)[1- f(E-∆Ej

()] dE

)∫0

+∞ 1

1+ e(E-EF)⁄kBT[1-
1

1+ exp[(E-∆Ej
(-EF) ⁄ kBT]] dE

≈ kBT∫0

+∞ 1
1+ y[1- 1

1+ y exp(-∆Ej
( ⁄ kBT)] dy

y

) kBT e-∆Ej
(⁄kBT∫0

+∞ dy

(1+ y)[1+ y exp(-∆Ej
( ⁄ kBT)]

) kBT e-∆Ej
(⁄kBT

-∆Ej
( ⁄ kBT

exp(-∆Ej
( ⁄ kBT)- 1

)
-∆Ej

(

1- exp(∆Ej
( ⁄ kBT)

(C2)

13. Appendix D: Zero-Bias Conductance of a
Symmetric Double-Junction System

Zero-bias conductance of a symmetric double-junction
system can be obtained by

g(0V)) e(∂Γ1
+

∂Vb
(0V)-

∂Γ1
-

∂Vb
(0V)) (D1)

The tunneling rate Γ1
( (eq 39) at 0 < kBT , ∆E1

( can be
written as follows:

Γ1
( ≈

∆E1
(

e2R
e–∆E1

(⁄kBT )-
kBT(-u(V)

e2R
e-u(V

(D2)

where u ≡ EC/kBT and V ≡ eVb/2kBT. The derivative of Γ1
(

with respect to Vb then is given by

∂Γ1
(

∂Vb
)

∂Γ1
(

∂V
∂V
∂Vb

≈- 1
2eR

[(e-u(V( (-u(V)e-u(V]

(D3)

The zero-bias conductance then becomes

g(0V) ≈- 1
2R

[(e-u - ue-u)- (-e-u + ue-u)]

)- 1
R

(1- u)e-u )- 1
R(1- EC

kBT)e-
EC

kBT ≈ 1
R

EC

kBT
e-

EC

kBT

(D4)

The pre-exponential factor EC/kBT varies more slowly with
T than the exponential term. Therefore, we get

g(0V) ≈ exp(- EC

kBT) (D5)

Figure D1 shows plots of ln[g(0 V)] vs 1/T according to eqs
D4 and D5.
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(424) Fiorito, P. A.; Gonçales, V. R.; Ponzio, E. A.; de Torresi, S. I. C.

Chem. Commun. 2005, 366.
(425) Niemeyer, C. M. Angew. Chem., Int. Ed. 2001, 40, 4128.
(426) Liu, S.; Leech, D.; Ju, H. Anal. Lett. 2003, 36, 1.
(427) Wang, J. Small 2005, 1, 1036.
(428) Wang, J. Electroanalysis 2007, 19, 769.
(429) Medintz, I. L.; Uyeda, H. T.; Goldman, E. R.; Mattoussi, H. Nat.

Mater. 2005, 4, 435.
(430) Niemeyer, C. M.; Simon, U. Eur. J. Inorg. Chem. 2005, 3641.
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